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Abstract:  
 
Search and optimization algorithms have been employed in all disciplines to solve complex 
problems. Evolutionary and heuristic search and optimization algorithms are more 
commonly used recently as modern search and optimization problems may not satisfy the 
requirements of traditional optimization algorithms. Traditionally, these search algorithms 
require users to make decisions regarding the choices of operators, parameter values, etc. 
by trial and error before applying these algorithms. In recent years, learning algorithms are 
being integrated with search and optimization algorithms to enhance the performances of 
these search and optimization algorithms. This tutorial proposes to present the 
hybridization between learning algorithms and search & optimization algorithms. The main 
topics covered in the tutorial are summarized below: 
 

(a) Multiple Algorithms: The no free lunch theorem states that no one single 
algorithm will be able to perform the best on a large collection of search and 
optimization problems. Hence, several approaches have been developed to 
integrate multiple algorithms together in order to solve a particular problem. Such 
approaches are known as ensemble of optimization algorithms, algorithms 
portfolios and hyper-heuristics. This tutorial will introduce these approaches with 
some illustrative examples and point out the role learning in these approaches.  
 

(b) Reducing the Scale of Problems: Learning algorithms can be used to simplify the 
complexity of the optimization problems in many ways. Clustering algorithms can be 
used to cluster cities in traveling sales man problem. Once clustered, the TSP 
problem can be solved in two stages: first shortest tour can be found between 
clusters and subsequently, shortest tours can be found within clusters. Principal 
component analysis (PCA) has also been used to reduce the complexity of 
optimization problems. PCA is a technique used to reduce the dimensionality. 
Similarly, the PCA can be used to reduce the dimensionality of the search space 
and consequently, the complexity of the problems.  

 
(c) Learning Problem Structure: Estimation of distribution (EDA) algorithms have 

been used to learn the structure of problem space and to use the learned 
knowledge to generate improved solutions. Another approach is the usage of 
linkage learning whereby parameter dependences are learned and operators are 
designed according to the linkages among the parameters.  



(d) Operator Selection and Learning of Parameter Values: Adaptation approaches 
have been used to tune parameters and to adaptively select operators of a search 
algorithm. The adaptation is based on the performance of operators and parameter 
values. Self-adaptive differential evolution, comprehensive learning particle swarm 
optimization, ensemble of parameters and strategies differential evolution, etc are 
illustrative examples of this approach.  

 
(e) Population Initialization: It is possible to employ learning algorithms such as the 

artificial neural networks, orthogonal experimental design strategies, opposition 
based learning, etc. during the initialization in order to improve the fitness of initial 
solutions as well as their diversity.  
 

(f) Maintaining Population Diversity: Clustering algorithms and opposition based 
learning approach have been used to maintain the diversity of population and to 
prevent premature convergence of the population.  
 

(g) Fitness Approximation: In some case, objective function evaluation can be 
computationally demanding. In this cases, learning approaches such artificial neural 
networks and other function approximation tools can be used to approximate the 
objective function so that instead of evaluating computationally expensive objective 
function, the approximation can be used to obtain an approximated fitness value.  

 
(h) Local Search: There are special search and optimization algorithms to perform 

search in a local neighborhood. Local search algorithms are beneficial because 
some global search algorithms are not highly effective in performing the local 
search. Some learning approaches listed above can be used to improve the 
performance of local search algorithms.  

 
The above topics will be discussed in detail and illustrative examples will be given during 
the tutorials. In addition, some future research directions will also be discussed.  
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