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Abstract 
 

Many studies have demonstrated that combining forecasts 
improves accuracy relative to individual forecasts. In this 
paper, the combing forecasts is used to improve on 
individual forecasts is investigated. A combining approach 
based on the modified Group Method Data Handling 
(GMDH) method and genetic algorithm (GA), is called as 
the GAGMDH model is proposed.  Four time series 
forecasting techniques are used as individual forecast, 
namely linear regression, quadratic regression, 
exponential smoothing and ARIMA models.  The forecasted 
results of individual forecasting models are used as the 
input of combining forecasting, and the outputs are the 
results of combination forecasting. To assess the 
effectiveness of the GAGMDH model, we used the time 
series yearly cancer death rate in Pennsylvania. The 
empirical results with a real data set clearly suggest that 
the GAGMDH model can improve the forecasting 
capability of the model compared with optimal simple 
combining forecasting methods and neural networks 
combining forecasting methods.  

 

 

 

1 Introduction 
 

There are numerous models available for forecasting 
time series data. However, when building a forecasting 

model, it is not an easy task to choose a suitable model, 
because no one model is powerful and general enough to 
outperform the others for all types of time series data, and 
every model has some degree of uncertainty, including 
structure uncertainty and parameter uncertainty. After the 
seminar paper of Bates and Granger [24], many 
combination methods have been proposed such as a simple 
average method, weighted average method [12], regression 
based methods [6], a neural network method, [11] and the 
self-organizing data mining algorithms [1].  

The main purpose of combining forecasts is to 
better use the useful information provided by different 
forecasting models in order to improve the forecast 
accuracy. For a given forecast problem, different 
forecasting models can provide different types of 
information. If we only choose one forecasting model and 
simply discard the rest, then a lot of useful information will 
be lost. However, by combining individual models in a 
proper way, we can fully use the information from each 
model and improve the overall performance of forecasts. 
Many empirical evidences have shown that a combination 
of forecasts often outperforms individual forecasts [4, 14].  
 Combing forecasting methods can be generally be 
classified into two categories: the linear ones and the 
nonlinear ones. The linear combination methods are the 
weighted combination of forecasting models, including the 
optimal combining method and variable weighting methods 
[6]. These models are based on the assumption that there 
exits a linear relationship among the combined forecasting 
models. However, when some of the combined forecasting 
methods are derived from nonlinear models, or the 
conditional expectation, on which each individual 
forecasting model is based, is a nonlinear function of the 
information set, then a linear combination of individual 
forecasting methods is, on the whole, not the optimal 
method.  

 

The second category is composed of nonlinearly 
combined forecasting method. Combing forecasting based 
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on artificial neural network (ANN) has recently attracted 
the interest of researchers [5,18]. Experimental results have 
shown that this kind of combination can increase the fitting 
accuracy and the reliability of forecasting.  

He in [1] and Sun & Zhang in [17] introduced 
self-organizing data mining (SODM) algorithm as the new 
combination forecasting model. Compared with ANN 
combining forecasting methods, the new method can 
improve the forecasting capability of the model. SODM 
algorithm is based on the Group Method Data Handling 
(GMDH) method and utilizes a class of polynomials such 
as linear, modified quadratic, cubic, etc. 

In order to overcome the above-mentioned 
shortcomings of linear and nonlinear combining 
forecasting models, we introduce the GAGMDH method 
that combining the Genetic Algorithm (GA) and modified 
GMDH model. The GA is used to find the optimum 
parameters for improving the GMDH model of the 
parameter estimation method. The new method, like 
artificial neural network methods, is a nonlinear 
combination method, have several advantages compared 
with ANN. It has the ability of self-selecting useful input 
variables. Also, useless input variables are eliminated and 
useful input variables are selected automatically. The 
structure parameters and the optimum GMDH architecture 
can be organized automatically [15].  
  
 

2. Forecasting Methodology 
2.1 The Single Forecasting Models 

 
The four the single forecasting models that were 

employed are the linear regression, quadratic regression, 
exponential smoothing and autoregressive integrated 
moving average (ARIMA) methodology. 
 
2.1.1 Simple Regression Model. Simple linear 
regression analysis is one of the most widely used 
techniques for modeling a linear relationship or trend 
between two variables (  and time). The simple linear 
regression model involves a single predictor variable and is 
written as [2] 
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where 0β  and 1β are unknown parameters.  

 

2.1.2 The Quadratic regression. Most mathematical 
curves can be closely approximated by n-degree 
polynomials. However, the quadratic or the second-degree 
polynomial is the specification most commonly used. The 
model can be expression as in [3]. 
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where 0β , 1β  and 2β  are unknown parameters 

 

2.1.3 Exponential Smoothing. In the application of the 
exponential smoothing model, there are three types of 
models that are widely used in different time series [7]. 
Simple exponential smoothing is used when the time series 
has no trend, double exponential smoothing for handling a 
time series that displays a slowly changing linear trend and 
the Winters’ method which is an exponential smoothing 
approach to predicting seasonal data. In this study, the 
double exponential smoothing is suitable for this time 
series forecasting for the specified time period. The model 
employs a level component and a trend component at each 
period. It uses two weights, or smoothing parameters to 
update the components at each period. The double 
exponential smoothing equations are 
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where  is the level at time t, tL α  is the weight for the 

level,  is the trend at time t, tT γ  the weight for the trend,  

is the data value at time t and  is the fitted value. tY tŶ
 

 

2.1.4 The ARIMA model. One of the most popular and 
widely used time series models is ARIMA model.  The 
popularity of the ARIMA model is due to its statistical 
properties as well as the well-known Box-Jenkins 
methodology in the model building processes [23]. The 
general non-seasonal model is known as 
ARIMA can be written as the linear expression  ),,( qdp
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where iφ  and  are the autocorrelation and the moving 
average coefficients respectively.  
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2.2 Forecasting Combination Models 
Several forecast combination methods have been 

developed in the literature. In this study, three combination 
forecast methods (the simple combination, artificial neural 
network and GAGMDH) are used to test the performance 
of the different forecasting models.  
 

2.2.1 The simple combination method. In combining 
the forecasts generated by two or more models, it is 
important to decide the weights which will be assigned to 
each the models. In the simple combination (SC) method, 
the combination weight is assigned equally to each of the 
forecast. The combination forecast is given by  
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where  is the ith single forecast and  is the combined 

forecast generated by the m single forecasts . 

F
iy S

ty
F
iy

 

2.2.2 Artificial Neural Network. ANN approaches 
gained popularity as a tool in time series and widely 
applied to a variety of practical problems. ANN is flexible 
computing frameworks for modeling a broad range of 
nonlinear problems.  The ANN with single hidden layer 
feed forward network is the most widely used model for 
modeling and forecasting. The model can be written has 
following mathematical  as: 
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where and  are the model parameters [4]. The 
logistic function is used as the hidden layer transfer 
function, that is 
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The general form of ANN model in Eq.(6) can be 
expressed as 
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where f  is a function determined by the network structure 
and connection weights. 

 

2.2.3 The GAGMDH model. General connection 
between inputs and output variables can be expressed by a 
complicated polynomial series in the form of 
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which is known as the Volterrs-Kolmogorov-Gabor (VKG) 
polynomial [19]. In the GMDH algorithm, the VKG series 
is estimated by the partial quadratic polynomial using only 
pairs of variables. The form of mathematical description of 
this polynomial is 

2
5

2
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In this study, the form of mathematical of the GMDH 
algorithm is modified and the computation process of 
modified GMDH comprises three basic steps: 
 
Step 1: First n observations of regression-type data are 
taken. These observations are divided into two sets: the 
training set and testing set. The first layer model is 
obtained in every column of the training sample of 
observations. In each layer, the modified quadratic 
polynomial 

 3   (8) 9
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is adopted as the transfer function. The coefficients 

are evaluated using GA. The GA is a global 
optimization approach based on the Darwinian principles 
of natural selection. Developed from the concept of 
Holland [20], it seeks the extreme of complex function 
efficiently – see [21] for a detailed description.  

9310 ...aaaa

The evolution starts from generate an initial 
population of parameters ( ) for each model by 
the real random number. In each generation, the fitness of 
the whole population is evaluated, multiple individuals are 
stochastically selected from the current population based 
on their fitness and modified (mutated or crossover) to 
form a new population (offsprings). The new population is 
then used in the next generation of the algorithm. After 

9310 ...aaaa
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many generations, only those individuals (solutions) with 
the best fitness survive. The best individuals provide an 
optimum solution to the problem [22]. 

The GA approach presented in this work is 
employed to find the optimum values of the parameters that 
minimize the sum square error of the actual data, y and 
prediction data, z. The fitness function, E adopted is 
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Step 2: Construct  new variables in 
the training data set for all possibilities of connection by 
each pair of neurons in the layer. A small number of 
variables that give the best results in the first layer, are 
allowed to form second layer candidate models using as the 
Eq. (8). 

2/)1(' −= MMM

Step 3: Select  the best neuron out of these 'M  neurons, 
according to the value of mean square error (MSE). The 
MSE is defined by the formula: 
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where nt is  the number of observations in the testing set 
and z  is the estimated output values. Once the best 
neurons, L are selected, the MSE in each layer is further 
checked to determine whether the set of equations of the 
model should be further improved within the subsequent 
computation.  The lowest value of the selection criterion 
obtained during this iteration is compared with the smallest 
value obtained at the previous one. If an improvement is 
achieved, then set new input , },...,,{ 2211 LL xzxzxz ===

'M = L  and repeat steps 2 and 3. Otherwise the iterations 
terminate and a realization of the network has been 
completed.  

 

3 An Application  
 

The yearly cancer death rate (all forms, per 100 000 
population) of Pennsylvania between 1930 and 2000 
published in the 2000 Pennsylvania Vital Statistics Annual 
Report taken from [10] has been considered to demonstrate 
the effectiveness of the GMFHGA model. The data series 
is regarded as linear trend and is used to evaluate the 
effectiveness of combination linear and nonlinear models. 
The data of this time series are plotted in Figure 1, which 
show a non-stationary with an increasing linear trend. The 

data set has 71 observations, with 66 observations from 
1930 to 1995 was selected for training and 5 observations 
from 1996 to 2000 was selected for testing the forecasting.  
 The performances of the each model for both the 
training data and forecasting data are evaluated according 
to the mean absolute error (MAE) and root-mean-square 
error (RMSE), which are widely used for evaluating results 
of time series forecasting. The MAE and RMSE are 
defined as 
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where  and  are the observed and  the forecasted data 
series at the time t. The criterions to judge for the best 
model are relatively small of MAE and RMSE in the 
modeling and forecasting. 

ty F
ty

 

4. Results 

In this study, the linear regression model, quadratic 
regression models, exponential smoothing model and 
ARIMA model is implemented via MINITAB package, 
while ANN and GAGMDH models are built using the 
MATLAB package. The results of different individual 
forecasting models are shown in Table 1. 

In this study the outputs  and  of the 
above four individual forecasting models are used as the 
input nodes. By linearly combining with the same weight 
of the above four individual forecasting models, we have 
the following optimal combination forecasting of the 
simple combination model  
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Table 1. The Individual forecasting model 
Model Formula 
Linear Trend ty L

t 23014.2292.104 +=  

Quadratic Trend 200418.09503.1463.107 ttyQ
t ++=  

Double 
Exponential 
Smoothing 

tbay tt
E
t += ;  23344.1=α  

ARIMA 2.8062 -0.2289 1 += −t
BJ
t yy  

 
For the artificial neural network combination 

forecasting model, three values (2, 4, and 8) for the number 
of neurons in the single hidden layer were tried in order to 
investigate the effects of model complexity on forecasting 
performance. Among the 3 neural network architectures, 
the model with 4 input nodes and 8 hidden nodes has the 
best test results, and is selected as the ANN model for 
subsequent analysis.  The ANN model has the form 
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The GAGMDH forecasting model considered in this 
study is developed using the outputs  and  
of the individual forecasting model. For the parameters 
estimation experiments, a MATLAB package is employed. 
Each generation has 100 chromosomes. The crossover 
probability is set to 0.80, implying that 80% of the 
chromosomes in a generation are allowed to crossover in 
an average sense. The maximum and minimum mutation 
probability is set to 0.05 and 0.005, respectively. By using 
the technique of GAGMDH, the computer automatically 
generates the following model 

,1y 32 , yy 4y
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4.1 Comparisons among the seven forecasting 
models  

A comparison of fitting error, forecast errors of 
combination models and the individual models is shown in 
Table 2. Table 2 reports the forecast results, ARE, MAE 
and RMSE for each of the individual forecasts and each 
combined forecast for the yearly cancer death rate from 
1996 to 2000. It should be noted that, the ARE (%) values 
in bold style indicate the corresponding model behaves best 
among all models/methods for the specific leading time. A 
comparison between the actual value and the forecast value 
for the GAGMDH model is given in Figure 1. The forecast 
performance of each model was evaluated using graphical 
and statistical comparison as shown in Figure 2. Based on 

the MAE and RMSE, it is clear that the combined forecasts 
based on ANN and GAGMDH are more accurate than any 
of the individual forecasts. The GAGMDH method is 
superior to other individual forecasting methods or 
combination forecasting methods. Figure 2 graphically 
supports these results. 
 
 

Testing Forecasting

 
Figure 1: The yearly cancer death rate data and the 
GAGMDH prediction of the data series. 
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Figure 2: Forecasting comparison for the yearly cancer 
death rate data from 1996 to 2000 
 
 

5. Conclusion  
In order to improve the forecasting capability of 

the combination forecasting, this paper proposes the 
GAGMDH forecasting method. Three combination 
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methods have been used to compare the forecasting 
accuracy of combined forecasts against single model 
forecasts. Compared with optimal linear combining 
forecasting methods and neural networks combining 
forecast methods, the GAGMDH method can improve the 
forecasting capability of the model. Our study of the 
GMDH and real applications suggests that the GMDH 
method proposed is a powerful and vital method for 
simulation, analysis, forecast and combination forecast of 
time series data. It is a model with good prospects and we 
expect further developments and applications in the field of 
forecasting.  
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Table 2 Comparison forecasting precision among the seven models 

Year Data L
ty  

Q
ty  

E
ty  

BJ
ty  

S
ty  

ANN
ty  

GAGMDH
ty

 

1996 251.1 253.71 256.88 248.55 251.69 252.71 246.99 249.13 

ARE(%)  (-1.04) (-2.30) (-1.02) (-0.23) (-0.64) (-1.64) (-0.78) 

1997 250.1 255.94 259.4 248.55 253.81 254.43 247.48 249.53 

ARE(%)  (-2.34) (-3.72) (-0.62) (-1.48) (-1.73) (-1.05) (-0.23) 

1998 247.6 258.17 261.92 248.55 256.13 256.19 247.86 249.69 

ARE(%)  (-4.27) (-5.78) (-0.38) (-3.45) (-3.47) (-0.11) (-0.84) 

1999 251.3 260.4 264.45 248.55 258.41 257.95 248.15 249.45 

ARE(%)  (-3.62) (-5.23) (-1.09) (-2.83) (-2.65) (-1.25) (-0.74) 

2000 244.2 262.63 266.99 248.55 260.69 259.72 248.37 248.81 

ARE(%)   (-7.55) (-9.33) (-1.78) (-6.75) (-6.36) (-1.71) (-1.89) 

RMSE  
10.726 14.264 7.259 9.049 8.720 3.197 2.580 

MAE  
0.038 0.0527 0.099 0.030 0.030 0.012 0.009 

The minimal errors are highlighted in bold. 
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