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Abstract

The hypothesis of the present study is that features of
abstract face-like patterns can be perceived in the archi-
tectural design of selected house façades and trigger emo-
tional responses of observers. In order to simulate this phe-
nomenon, which is a form of pareidolia, a software system
for pattern recognition based on statistical learning was ap-
plied. One-class classification was used for face detection
and an eight-class classifier was employed for facial ex-
pression analysis. The system was trained by means of a
database consisting of 280 frontal images of human faces
that were normalised to the inner eye corners. A separate
set of test images contained human facial expressions and
selected house façades. The experiments demonstrated how
facial expression patterns associated with emotional states
such as surprise, fear, happiness, sadness, anger, disgust,
contempt or neutrality could be identified in both types of
test images, and how the results depended on preprocessing
and parameter selection for the classifiers.

1. Introduction

It is commonly known that humans have the ability to
‘see faces’ in objects or random structures which contain
patterns such as two dots and line segments that abstractly
resemble the configuration of the eyes, nose, and mouth in
a human face. Photographers François and Jean Robert col-
lected a whole book of photographs of objects which seem
to display face-like structures [110]. Simple abstract typo-
graphical patterns such as emoticons in email messages are
not only associated with faces but also with emotion cate-
gories. The following emoticons using Western style typo-
graphy are very common.

:) happy :D laugh
:-( sad :? confused
:O surprised :3 love
;-) wink : | concerned

Pareidolia is a psychological phenomenon where a vague
or diffuse stimulus, for example, a glance at an unstructured
background or texture, leads to simultaneous perception of
the real and a seemingly unrelated unreal pattern. Examples
are faces, animals or body shapes seen in walls, clouds, rock
formations, or trees. The term originates from the Greek
‘para’ (παρά = beside or beyond) and ‘eidōlon’ (εἴδωλον
= form or image) and describes the human visual system’s
tendency to extract patterns from noise [92]. Pareidolia is a
form of apophenia which is the perception of connections
and associated meaning of unrelated events [43]. These
phenomena were first described within the context of psy-
chosis [21, 42, 49, 124] but are regarded as a tendency com-
mon in healthy people [3, 108, 128] and can explain or in-
spire associated visual effects in arts and graphics [86, 92].

Various aspects of architectural design analysis have
contributed to questions such as: How do we perceive aes-
thetics? What determines whether a streetscape is plea-
sant to live in? What visual design features influence our
well-being when we live in a particular urban neighbour-
hood? Some studies propose, for example, the involve-
ment of harmonic ratios, others calculate the fractal dimen-
sion of façades and skylines to determine their aesthetic va-
lue [11, 13, 14, 22, 57, 96, 95, 135]. Faces frequently occur
as ornaments or adornments in the history of architecture in
different cultures [9].

The present study addresses a hypothesis that is inspired
by the phenomenon of pareidolia of faces and by recent re-
sults from brain research and cognitive science which show
that large areas of the brain are dedicated to face process-
ing, that the perception of facial expressions involves the
emotional centres of the brain [31, 141, 142], and that (in
contrast to other stimuli [79]) faces can be processed sub-
cortically, non-consciously, and independently of visual at-
tention [41, 71]. Recent brain imaging studies using magne-
toencephalography suggest that the perception of face-like
objects has much in common with the perception of real
faces. Both occur (in contrast to non-face objects) as a rela-
tively early processing step of signals in the brain [56]. Our
hypothesis is that abstract face expression features that ap-
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pear in the architectural design of house façades trigger via
a pareidolia effect emotional responses in observers. These
may contribute to inducing the percept of aesthetics in the
observer. Some pilot results of our study have been pre-
sented previously [12]. Related ideas have attracted atten-
tion in the area of car design where associations of frontal
views of cars with emotions or character are claimed to in-
fluence sales volume [145]. A recent study investigated how
the human ability to detect faces and to associate them with
emotion features transfers to objects such as cars [147].

The topic of face recognition traditionally plays an im-
portant role in cognitive science, particularly in research
on object perception and affective computing [17, 32, 78,
89, 103, 125, 126, 153]. A widely accepted opinion is
that face recognition is a special skill, distinct from gen-
eral object recognition [91, 78, 105]. It has frequently been
reported that psychiatric and neuropathological conditions
can have a negative impact on the ability to recognise fa-
cial expression of emotion [58, 72, 73, 74, 138]. Farah and
colleagues [33, 34, 36] suggested that faces are processed
holistically and in specific areas of the human brain, the so-
called fusiform face areas [37, 77, 78, 107]. Later studies
confirmed that activation in the fusiform gyri plays a central
role in the perception of faces [50, 101] and that a number
of other specific brain areas also showed higher activation
when subjects were confronted with facial expressions than
when they were shown images of neutral faces [31]. It was
shown that the fusiform face areas maintain their selectiv-
ity for faces independently of whether the faces are defined
intrinsically or contextually [25]. From recognition exper-
iments using images of faces and houses, Farah [34] con-
cluded that holistic processing is more dominant for faces
than for houses.

Prosopagnosia, the inability to recognise familiar faces
while general object recognition is intact, is believed by
some to be an impairment that exclusively affects a sub-
ject’s ability to recognise and distinguish familiar faces and
may be caused by damage of the fusiform face areas of the
brain [55]. In contrast, there is evidence which indicates
that it is the expertise and familiarity with individual object
categories which is associated with holistic modular pro-
cessing in the fusiform gyrus and that prosopagnosia not
only affects processing of faces but also of complex famil-
iar objects [45, 46, 47, 48]. These contrasting opinions are
the subject of on-going discussion [35, 44, 90, 98, 109]. Al-
though the debate about how face processing works is far
from over, a developmental perspective suggests that ‘the
ability to recognize faces is one that is learned’ [94, 120]. It
is assumed that the ‘learning process’ has ontogenetic and
phylogenetic dimensions and drives the development of a
complex neural system dedicated for face processing in the
brain [26, 91, 100].

In order to parallel nature’s underlying concept of ‘lear-
ning’ and/or ‘evolution’, the first milestone of the present
project was to design a simple face detection and facial
expression classification system purely based on pattern
recognition by statistical learning [59, 140] and train it on
images of faces of human subjects. After optimising the
system’s learning parameters using a data set of images of
human facial expressions, we assumed that the system re-
presented a basic statistical model of how human subjects
would detect faces and classify facial expressions. An eva-
luation of the system when applied to images of selected
house façades should allow us to test under which conditi-
ons the model can detect facial features and assign façade
sections to human facial expression categories.

There is quite a large body of work on computational
methods for automatic face detection and facial expression
classification. For face detection a variety of different ap-
proaches have been successfully applied, for example, cor-
relation template matching [8], eigenfaces [102, 139] and
variations thereof [143, 151], various types of neural net-
works [17, 112, 123], kernel methods [20, 24, 60, 65, 69,
70, 97, 106, 111, 150, 151] and other dimensionality re-
duction methods [18, 27, 54, 66, 131, 148, 154]. Some of
the methods focus specifically on improvements under dif-
ficult lighting conditions [23, 113, 133], non-frontal view-
ing angles [5, 19, 81, 84, 119, 121, 155], or real-time de-
tection [121]. More details can be found in survey papers
on various aspects of face detection and face recognition
[1, 6, 17, 61, 80, 83, 87, 125, 126, 152, 155, 156, 157].
Other papers specifically highlight affect recognition or fa-
cial expression classification [38, 62, 63, 68, 99, 114, 122,
123, 130, 136, 149, 153]. Related technology has been im-
plemented in some digital cameras such as the Sony DSC-
W120 with Smile Shutter (TM) technology. This camera
can analyse facial features such as lip separation and fa-
cial wrinkles in order to release the shutter only if a smiling
face is detected [67]. Some recent face detection methods
aim at detecting and/or tracking particular individual faces
[2, 7, 132] and some of the methods are able to estimate
gender [24, 52, 53, 54, 88] or ethnicity [64, 158]. Mul-
timodal approaches [93, 115, 144] and techniques for dy-
namic face or expression recognition [51, 137] appear to
be particularly powerful. Recent interdisciplinary studies
demonstrated how a computer can learn to judge the beauty
of a face [75] or how to perform facial beautification in si-
mulation [82].

The remainder of the present paper is structured as fol-
lows. In Section 2 a description of the system is given,
which includes modules for preprocessing, face detection
and facial expression classification. The experimental re-
sults are presented and discussed in Section 3. Section 4
contains a summarising discussion and conclusion.
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neutral contempt. happy surprised sad angry fearful disgusted

Figure 1. Training data normalised to the inner eye corners in 22 × 22 pixel resolution; First row: Examples
of greyscale images, second row: Sobel edge images, third row: Canny edge images. Fourth row: For each
expression category the averages of all associated greyscale images in the training set are displayed. The
underlying images stem from the JACFEE and JACNeuF image data sets ( c©Ekman and Matsumoto 1993) [28, 29].

2. System and Method Description

The aim was to design and implement a clearly struc-
tured system based on a standard statistical learning method
and train it on human face data. In a very abstract way
this should simulate how humans learn to recognise faces
and assess their expressions. The system should not rely
on domain-specific techniques from human face processing,
such as eye and lip detection used in some of the current
systems for biometric human face recognition.

A significant part of the project addressed data selection
and preparation. The final design was a modular system
consisting of a preprocessing module followed by two le-
vels of classification for face detection (one-class classifier)
and facial expression classification (multi-class classifier).

2.1. Face Database

The set of digital images for training the classifiers
for face detection and facial expression classification con-
sisted of 280 images of human faces taken from the re-
search image data sets of Japanese and Caucasian Facial
Expressions of Emotion (JACFEE) and Japanese and Cau-
casian Neutral Faces (JACNeuF) ( c©Ekman and Matsumoto
1993) [28, 29]. All images in the training set were cropped

and resized to 22 × 22 pixels so that each showed a full
individual frontal face in such a way that the inner eye cor-
ners of all faces appeared in exactly the same position. This
normalisation step helped to reduce the false positive rate.
Profiles and rotated views of faces were not taken into ac-
count.

For training the expression classifier, the images were la-
belled according to the following eight expression classes:
neutral, contemptuous, happy, surprised, sad, angry, fear-
ful, and disgusted, as shown by representative sample im-
ages in Figure 1. Half of the training data (140 images)
showed neutral expressions. The other half of the training
set was composed of images of the remaining seven expres-
sion classes, each represented by 20 images.

The images of human faces for testing generalisation
(shown in Figure 2) were selected from a separate database,
the Cohn-Kanade human facial expression database [76].
None of these images was used for training. The test im-
ages for house façades in Figures 3 to 6 were sourced from
the author’s own image database.

2.2 Preprocessing Steps

The preprocessing module converts all images into
greyscale. This can be followed by histogram equalisation
and/or application of an edge filter.
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Equalised greyscale Sobel filter Canny filter

Figure 2. The trained SVMs for face detection (ν = 0.1) and expression classification (ν = 0.1) were applied
to a squared test image which was assembled from four images that were taken from standard database face
images [76] ( c©Jeffrey Cohn). Face detection was based on equalised greyscale (left column), Sobel edge
images (middle column), or Canny edge images (right column). The upper left face within each test image was
classified as ‘disgusted’ = green, the upper right face was classified as ‘angry’ = red, and the bottom right face
was identified as ‘happy’ = white. The bottom left face was not detected in the equalised greyscale test image.
Otherwise, the dominant class of the bottom left face was ‘neutral’ = grey. In the case of the Canny edge filtering,
additional face boxes were detected with relatively high decision values including two smaller face boxes in
which the nose openings were mistakenly recognised as eyes. That is, the system performs as desired, with a
tendency to false negatives in the case of equalised greyscale and a tendency to false positives in the case of
additional Canny edge filtering.

Histogram equalisation [129] compensates for effects
owing to changes in illumination, different camera settings,
and different contrast parameters between the different im-
ages. In many (but not all) cases, histogram equalisation
can have a significant impact on edge detection and system
performance.

Equalised or non-equalised greyscale images were either
directly used for training and testing or they were converted
into edge images with Sobel [127] or Canny [10] edge fil-
ters. Examples are shown in Figures 1 and 2. Sobel and
Canny edge operators require several parameters to be cho-

sen that can have significant impact on the resulting edge
image. We used the ‘Filters’ library v3.1-2007 10 [40].
The selection of the Canny and Sobel filter parameters was
based on visual evaluation of ideal facial edges in selected
training images. For both filters we used a lower threshold
of 85 [0-255] and an upper threshold of 170 [0-255]. Ad-
ditional parameters for the Sobel filter were blur = 0 [0-50]
and gain = 5 [1-10].
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Figure 3. Example where one dominant face is detected within a façade but the associated facial expression
class depends on the size of the box. The small black boxes represent the category ‘fearful’, blue boxes denote
a ‘sad’ expression while the larger violet boxes denote ‘surprise’. This is mostly consistent between the two
different aspects of the same house in the left and right images. Only the boxes with the highest decision values
are displayed. The bottom row shows the Canny edge images of the above equalised greyscale pictures. Both
SVMs, for face detection and expression classification, used ν = 0.1. This is the same parameter setting and
preprocessing used for the right top result shown in Figure 2.

2.3 Support Vector Machines for Classification

The present study employed ν-support vector machines
(ν-SVMs) with radial basis function (RBF) kernel [116,
118] as implemented in the libsvm library [16]. The ν pa-
rameter in ν-SVMs replaces the C parameter of standard
SVMs and can be interpreted as an upper bound on the frac-
tion of margin errors and a lower bound on the fraction of
support vectors [4]. Margin errors are points that lie on the
wrong side of the margin boundary and may be misclas-
sified. Given training samples xi ∈ Rn and class labels
yi ∈ {−1,+1}, i = 1, ..., k, SVMs compute a binary de-

cision function. In case of a one-class classifier, it is deter-
mined if a particular sample is a member of the class or not.
Platt [104] proposed a method to employ the SVM output to
approximate the posterior probability Pr(y = 1|x). An im-
provement of Platt’s method was proposed by Lin et al. [85]
and has been implemented in libsvm since version 2.6 [16].
In the experiments of the present study the posterior prob-
abilities output by the SVM on test samples are interpreted
as decision values that indicate the ‘goodness’ of a face-like
pattern.

In pilot experiments, visual evaluation was used to select
suitable values for the parameter ν within the range from
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0.001 to 0.5. The width parameter γ of the RBF kernel
was left at libsvm’s default value of 0.0025. It was found
that ν = 0.1 was a suitable value for the SVMs of both,
face detection and facial expression classification stages, in
greyscale, Sobel, and Canny filtered images that were first
equalised. This parameter setting was used to obtain all of
the reported results, except the results shown in Figure 5.

2.4 Face Detection

The central component for the face detection module is
a one-class support vector machine (SVM) with radial basis
function (RBF) kernel [16, 117, 134]. Input to the classi-
fier is an image array of size 22 × 22 = 484 where pixel
values ranging from zero to 255 were normalised into the
interval [−1, 1]. Output of the classifier is a decision va-
lue which, if positive, indicates that the sample belongs
to the learned model class (i.e. it is a face). Support
Vector Machines (SVMs) were previously successfully em-
ployed for face detection by several authors, for example,
[60, 65, 70, 97, 106, 111].

Our basic face detection module performs a pixel-by-
pixel scan of the image to select boxes and then tests if they
contain a face. The procedure can be described as follows:

Step 1: Given a test image, select a centre point (x, y)
for a box within the image. Start at the top left corner
of the image at pixel (x, y) = (11, 11) (i.e. distance
to the boundary is half of the diameter of the intended
22 × 22 box). In later iterations scan the image deter-
ministically column by column and row by row.

Step 2: For each centre point select a box size starting
with 22 × 22. In each later iteration increase the box
size by one pixel as long as it fits into the image.

Step 3: Crop the image to extract the interior of the
box generated around centre point (x, y) and rescale
the interior of the box to a 22× 22 pixel resolution.

Step 4: At this step histogram equalisation and/or
Canny or Sobel edge filters can be applied to the inte-
rior of the box. Note that an alternative approach with
possibly different results would be to apply the filters
first to the whole image and then extract and classify
the candidate face boxes.

Step 5: Feed the resulting 22×22 array into the trained
one-class SVM classifier to decide if the box contains
a face. If the box contains a face store the decision
value and colour the centre pixel yellow.

Step 6: Continue the loop started in Step 2 and in-
crease box size until the box does not fit into the image
area. Then continue the outer loop that was started in

Step 1 by progressing to the next pixel to be evaluated
as centre point of a potential face box.

At the completion of the scan, each of the evaluated box
centre points can have assigned several positive decision va-
lues for differently-sized associated face boxes. If a pixel
was assigned several values, only the box with the highest
decision value for that pixel was kept.

The procedure up to this point generated a cloud of can-
didate solutions (shown as yellow clouds in Figures 2 to 7)
consisting of centre points of boxes with the highest posi-
tive decision values output by the one-class SVM. Note that
every pixel within a ‘face cloud’ had a positive decision va-
lue (if the value was negative it meant that the pixel was not
associated with a face box).

Within the yellow face clouds local peaks of decision
values can be identified and highlighted by means of the
following filter procedure:

1. Randomly select a pixel with positive decision value
and examine a 3× 3 area around it.

2. If the centre pixel has the highest decision value, flag
it as a local peak. Otherwise, move to the pixel within
the group of nine which has the highest decision value
and evaluate the new group.

3. Repeat until all pixels with positive decision values
(i.e. those in the yellow clouds) have been examined.

The resulting coloured pixels displayed within the yellow
face clouds indicate faces associated with local peaks of
high decision values. The colours indicate the associated
facial expression classes as explained further below.

2.5 Facial Expression Classification

Affect recognition has become a wide field [153]. Good
results can be obtained through multi-modal approaches;
Wang and Guan [144] combined audio and visual recogni-
tion in a system capable of recognising six emotional states
in human subjects with different language backgrounds
with a success rate of 82%. The purpose of the present study
was to evaluate architectural image data using a clearly
structured statistical learning system. Therefore, a purely
vision based approach had to be adopted and good classifi-
cation accuracy was not the highest priority.

As the facial expression classifier, an eight-class ν-SVM
[116] with radial basis function (RBF) kernel was trained
on the labelled data set of 280 images (from Section 2.1).
Eight classes corresponding to the facial expression classi-
fication system’s (FACS) eight emotional states were dis-
tinguished [28]. Face expressions were colour coded via
the frames of the boxes which were determined to contain
a face by the face detection module in the first stage of the
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Figure 4. Example where the system detects several dominant ‘faces’ within the same façade and there is some
consistency in detection and classification (all SVMs used ν = 0.1) between the different aspects of the same
house in the left and right images. Only boxes with the highest decision values are displayed. The bottom row
shows the associated Sobel edge images.

system. The following list describes which colours were
assigned to which facial expressions of emotion:

sad = blue
angry = red
surprised = violet
fearful = black
disgusted = green
contemptuous = orange
happy = white/yellow
neutral = grey

Figure 2 shows how the system was applied to example
test images each of which contains four human faces.

Classification accuracies for facial expression classifica-
tion in the training set were determined by ten-fold cross-

validation. In order to determine which preprocessing steps
deliver the best classification accuracies we compared the
results obtained for greyscale, Sobel, and Canny filtered
images, each of them with and without equalisation. The
best correct classification accuracy was about 65% and was
achieved when non-equalised greyscale images were used
for training a ν-SVM with ν = 0.1. This result was an im-
provement of about a 10% over our pilot tests with the same
dataset before its images were normalised to the inner eye
corners. Note that the class averages of the greyscale trai-
ning images (as shown in the bottom row of Figure 1) show
clearly recognisable differences. Some of the differences
are expressed by the direction and shape of the eyebrows
which are, quite recognisable owing to the inner eye corner
normalisation [30].
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ν = 0.4 ν = 0.05

Figure 5. Consistently in all four shown results a central violet (‘surprised’) facebox was detected. The four
images used different filter and parameter settings as follows; Top: Canny filter on equalised grayscale, bottom:
Canny filter on non-equalised grayscale, left: ν = 0.4, right: ν = 0.05. The non-equalised results show more
local peaks, and the smaller the ν, the more local peaks are detected. Equalisation has more impact than
changing ν.

The test image shown in Figure 2 was composed of four
face images from the Cohn-Kanade data set [76]. All four
faces were detected as the dominant face pattern by the face
detection module, except the bottom left face in the case of
equalised greyscale filtering. For the equalised greyscale,
Sobel, and Canny filtered versions, the facial expression
classification module consistently assigned the same sen-
sible emotion classes to all detected faces. The top left
face was classified as ‘disgusted’ (green), the top right face
as ‘angry’ (red), and the bottom right face was classified
as ‘happy’ (white). Outcomes of processing of the bottom
left face showed some instability between the different fil-
tering options. The face was detected and was classified

as ‘neutral’ with the Sobel and Canny filters. It was not
detected with equalised greyscale as input. In the case of
Canny filtering, additional smaller faces were detected for
the emotion categories ‘sad’ (blue), ‘disgusted’ (green), and
‘surprised’ (violet). The boxes associated with the latter
two categories were so small that they only contained the
mouth and the bottom part of the nose. This indicates that
the classifier interpreted the nose openings as small ‘eyes’
above the mouth. The yellow face clouds in Figure 2 also
show that the desired face pattern was exactly detected as
expected in the case of equalised greyscale and Sobel filter-
ing (with the exception of the bottom left image in the case
of equalised greyscale).
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For the examples in the left and middle columns of Fig-
ure 2, the face boxes for all local peaks (coloured dots
within the yellow clouds) are displayed. For the result with
Canny filtering in the right column, the yellow face cloud
was larger and several local peaks were detected. Many of
these can be regarded as false positives but often there is
some room for interpretation about what exact emotion is
expressed by a face. The final selection of the displayed
boxes was made by the experimenter using an interactive
viewer. The interactive viewer is part of the software sys-
tem we have developed and allows the display of coloured
face boxes and associated decision values by mouse click
on the associated local peak (coloured pixel) at the centre of
the box. All displayed boxes are associated with the high-
est decision values found by the SVM for face detection in
stage 1. The experimenter had to decide how many boxes
should be displayed if several local peaks were detected. A
full automation of this last step of the procedure is still a
work in progress. We found that in most cases the deci-
sion values are a very good indicator for selecting sensible
face boxes. We also observed, however, that the decision
values depend heavily on preprocessing and parameter se-
lection, and for results with many local peaks the decision
value should not be taken as the only and absolute measure.
The interactive viewer became even more useful when the
system was tested on images of selected house façades.

3. Experimental Results with Architectural
Image Data

After the system was tuned and trained on face detection
and facial expression classification using only human face
data following the above described approach, it was applied
to selected images of house façades. Figures 3 to 6 show
characteristic results of these experiments.

The images in Figure 3 show the façade of a house on
Glebe Road in Newcastle. The face detection system indi-
cated that the house façade contains a dominant pattern that
can be classified as a face. Two images of the same house,
taken at different distances and at slightly different angles,
were compared (left and right images in Figure 3). The
facial expression classifier consistently delivered high deci-
sion values for ‘surprised’ (violet box) if the box contained
the full garage door and ‘fearful’ (black box) or ‘sad’ (blue
box) if the box only contained a section of the upper part
of the garage door. The yellow face cloud contains several
other local peaks of lower decision values. These are typi-
cal of our approach using Canny filtering which was applied
to equalised face boxes in this example. Preprocessing and
SVM parameter settings for this example were exactly the
same as used for the top right image in Figure 2, which for
human test images had a tendency to show false positives.

In Figure 4 the Sobel filter was applied without prior

equalisation of the greyscale image. Within the façade the
black bottom right face box was classified as ‘fearful’ and
was consistently detected in a straight frontal view and a
slight side view of the same building. Similarly, several of
the indicated violet (‘surprised’) face boxes were detected
in both views. The example in Figure 4 also shows that the
yellow face cloud can have several components. The vio-
let (‘surprised’) face patterns could be detected at several
structurally similar parts of the house façade.

Figure 5 shows results where the non-equalised images
generated larger yellow clouds than the equalised version.
A decrease of ν for the one-class SVM for face detection
could also lead to more boxes being detected. The results
in Figure 5 used ν = 0.4 on Canny filtered non-equalised
greyscale images (left column) and ν = 0.05 on Canny fil-
tered equalised greyscale images (right column). It appears
that preprocessing has greater impact than the selection of
ν. In all of the four shown results a central violet (‘sur-
prised’) facebox, which is the largest box in the top row,
was consistently detected with a high decision value. In the
bottom two examples, additional red (‘angry’), blue (‘sad’),
and green (‘disgusted’) face boxes could be detected with
relatively high decision values. Several different emotions
could be detected within the same house façade and the type
of filtering had substantial impact on the outcome.

The results so far show that for detecting face-like pat-
terns in façades the combination of greyscale equalisation
and Canny filtering (Figure 3) performs similarly well as if
a Sobel filter is applied to a non-equalised greyscale image
(Figure 4). The Canny filtered images tend to have larger
face clouds than the Sobel filtered images but greyscale
equalisation seems to compensate and shrink the clouds.

The example in Figure 6 shows a house façade which
allows the detection of several face-like patterns. In con-
trast to Figure 3 it is not clear which should be declared
the most dominant pattern. Results based on our standard
22× 22 resolution face boxes in the first row are compared
with results that used a 44 × 44 resolution shown in the
second row. The underlying image for all results was a non-
equalised greyscale image and all SVMs used ν= 0.1. The
left column shows the results for greyscale, the middle col-
umn for Sobel filtering and the right column for Canny fil-
tering. The different sizes of the yellow face clouds are typi-
cal of the different filter settings. The presented results with
the 44×44 resolution have smaller face clouds than the cor-
responding results with 22 × 22 resolution. The examples
show that a change of resolution can lead to a different out-
come but not necessarily to an ‘improvement’ of the parei-
dolia effect. The highest decision values were obtained for
the ‘angry’ (red) and ‘surprised’ (violet) boxes. Other faces,
some of them with similarly high decision values, could be
detected, but in different parts of the image. Sometimes ad-
ditional faces were detected in clouds in the sky.
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Greyscale Sobel Canny

Figure 6. Results in the first row used our standard 22×22 resolution for the face boxes while the results shown
in the second row used a 44×44 resolution. The underlying image for all results was a non-equalised greyscale
image and all SVMs used ν = 0.1. For the results in the middle and right columns additional Sobel or Canny
filtering was applied, respectively.

4. Discussion and Conclusion

A combined face detection and emotion classification
system based on support vector classification was imple-
mented and tested. The system was trained on 280 images
of human faces that were normalised to the inner eye cor-
ners. This allowed for a statistical model that emphasised
details around the eye region [30]. The system detected
sensible face-like patterns in test images containing human
faces and assigned them to the appropriate categories of fa-
cial expressions of emotion. The results were mostly stable
if filter types were changed moderately, avoiding extreme
settings.

Using preprocessing and parameter settings that had a
slight tendency to generate false positives in face detec-
tion on human test images (e.g. right column in Figure 2)
we demonstrated that the system was also able to detect
face-expression patterns within images of selected house
façades. Most ‘faces’ detected in houses were very abstract
or incomplete and often allowed the assignment of several
different emotion categories depending on the choice of the
centre point and the box size. Slight changes in viewing
angle seemed not to have much impact on the outcome.

Sometimes face-like patterns, some of which had simi-

larly high decision values, could be detected in other parts
of the image. Alternative face structures could originate
from the texture of other façade structures but could also
be caused by artefacts of the procedure, which includes box
cropping, resizing, antialiasing, histogram equalisation, and
edge detection. If the order of the individual processing
steps is changed, this can also have an impact on the out-
come of the procedure.

Overall, the experiments of the present study indicate
that for selected houses a face pattern associated with a
dominant emotion category is identifiable if appropriate fil-
ter and parameter settings are applied.

A limitation of the current system is that its statistical
model learned geometric features of the human face data.
That includes, for example, height–width proportions inher-
ent in the training data shown in Figure 1. Consequently
the system had difficulties in assigning sensible emotion
categories to face-like patterns that do not have the same
geometrical properties as the learned data but still have the
topological properties required to be identified as face pat-
terns by humans. For example, if the system is tested on
images of ‘smileys’, as in Figure 7, the result is not always
as expected. Inclusion of ‘smileys’ in the training dataset is
one possibility to address this issue. This could, however,
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Figure 7. Test image assembled of four ‘smileys’;
The system detected all four face-like patterns
but did not always assign the expected emotion
categories. Left top: ‘neutral’ (grey), right top:
‘happy’ (white), left bottom: ‘disgusted’ (green),
right bottom: ‘surprised’ (violet). These tests used
a Canny filter on a non-equalised greyscale image
and ν = 0.1 for the SVM face detector.

lead to lower accuracy of the human test data, as previously
observed in [12].

The present study demonstrated that a simple statistical
learning approach using a small dataset of cropped and nor-
malised face images can to some degree simulate the phe-
nomenon of pareidolia. The human visual system, however,
is much more sophisticated and consists of a large number
of processing modules that interact in a complex manner
[15, 39, 126]. Humans are able to process rotated and dis-
torted face-like patterns and to recognise emotions utilising
subtle features and micro-expressions. The scope and re-
solution of the human visual system are far beyond the si-
mulation which was employed in the present study. Future
research may investigate other compositions and normali-
sations of the training set and extensions of the software
system which allow, for example, combinations of holistic
approaches with component-based approaches for face de-
tection and expression classification.

It may be argued that detecting and classifying face-like
structures in house façades is an exotic way of design eva-
luation. However, as mentioned in the introduction, recent
results in psychology found that the perception of faces
is qualitatively different from the perception of other pat-
terns. Faces, in contrast to non-faces, can be perceived non-
consciously and without attention [41, 56]. These findings
support our hypothesis that the perception of faces or face-
like patterns [71, 146] may be more critical than previously
thought for how humans perceive the aesthetics of the envi-
ronment and the architecture of house façades of the build-
ings they are surrounded by in their day-to-day lives.
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