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Abstract: Classifier ensemble are systems composed of a set of individual classifiers structured in a parallel way and a combination module, which is responsible for providing the final output of the system. One way of increasing diversity in classifier ensembles is to use feature selection methods in order to select subsets of attributes for the individual classifiers. In this paper, it is investigated the use of a simple reinforcement-based method, called ReinSel, in ensemble systems. This method is inserted into the filter approach of feature selection methods and it chooses only the attributes that are important only for a specific class through the use of a reinforcement procedure.

I. Introduction

In the search for efficient pattern recognition systems, the idea of combining different classification methods has emerged as potentially very promising [3,16]. The main example of this idea is the ensemble systems (or committees), which exploit the idea that a pool of different classifiers can offer complementary information about patterns to be classified, improving the effectiveness of the overall recognition process. These systems are composed of a set of individual classifiers, organized in a parallel way, that receive the input patterns and send their output to a combination method which is responsible for providing the final output of the system.

In the context of ensemble, diversity is one aspect that has been acknowledged as very important [4,7,16]. For example, there is clearly no accuracy gain in a system that is composed of a set of identical base classifiers. In fact, the ideal situation is a set of individual classifiers with uncorrelated errors — they are combined in such a way as to minimize the effect of these failures. In other words, the individual classifiers should be diverse among themselves. Diversity in ensemble systems can be reached when the individual classifiers are built under different circumstances, such as: parameter setting, classification type and datasets. In the case of different datasets, the use of feature selection or data distribution methods in ensemble systems usually increases the diversity of the members of an ensemble. This is because the individual classifiers will perform the same task but they were built using different basis (subsets of features).

Although diversity is an important aspect when designing ensemble systems, it is also important to search for accuracy. In this case, it is needed to have diverse and accurate classifiers in ensemble systems. Unlike traditional methods, feature selection methods for ensemble systems must take into consideration these two criteria. Based on this, class-based selection methods seem to be a good choice for ensembles. In these methods, each individual classifier will be responsible for one class of the problem. Along with robustness and practicality, the class-based feature selection methods need to choose features which have a high discriminative power, which are able to distinguish a class of a problem from the others.

The main aim of this paper is to present the ReinSel (Reinforcement Selection) method, which is a simple class-based feature selection method that uses a reinforcement procedure (reward/punishment parameter) in order to rank the attributes of a dataset. In using a reinforcing procedure, it is aimed to increase the discriminative power of the feature subsets, yet keeping their robustness and practicality. This method tries to choose attributes that are good only for the corresponding class. In order to do that, a two-step procedure is performed. In this sense, the ensembles systems will be composed by classifiers which are expert in answering about the belongingness of an input pattern to a specific class. In this sense, there will be, at least, one classifier per class in the ensemble systems. In order to analyze the feasibility of the ReinSel method, it will be compared with a standard filter-based method, which also uses a class-based procedure and they will be applied to two different sets of datasets (artificial and real).

This paper is divided into seven sections and it is organized as follows. Section 2 describes the research works related to the subject of this paper, while a brief
description of ensemble systems is illustrated in Section 3. In Section 4, the use of feature selection methods in ensemble systems is described, focusing on the definition of the ReinSel method. Section 5 presents the methodology used in the experimental work of this paper, while an analysis of the results provided by the empirical analysis is shown in Section 6. Finally, Section 7 presents the final remarks of this paper.

II. Related Works

Recently, several authors have investigated the use of feature selection methods in classification systems, such as in [1,6,8,11,12,13,14,19,20,21,23,24,25,27,30,31,32,36]. In the context of ensembles, for instance, several feature selection methods have been proposed in the literature, which can be broadly divided into the two main approaches, which are:

- Filter: In this approach, as it can be found in [1,21,26,27,28], there is no need for a classification method to be used during the feature selection process. In other words, the feature selection process is independent from the classification method. In [28], for instance, the authors used different criteria to rank the attributes and to distribute them among the classifiers of different structures of ensembles;

- Wrapper: In this approach, as it can be found in [1,6,10,11,17,24,25,30,31], the feature selection process is dependent from the classification method. The feature subset is chosen based on the classification method used. Two different classification methods lead to different feature subset chosen. In [24], for instance, the authors presented an ensemble feature selection approach based on a hierarchical multi-objective genetic algorithm, where the first level generates several classifiers by conducting feature selection and the second one chooses the best ensemble among such classifiers. The fitness functions for the first level were accuracy and the number of features, while accuracy and diversity are the fitness functions in the second level.

In traditional feature selection (single classification methods), the wrapper approach involves the computational overhead of evaluating candidate feature subsets by executing a given learning algorithm on the database using each feature subset under consideration. The filter approach is generally computationally more efficient than the wrapper approach. However, the major drawback of the filter approach is that an optimal selection of features may not be independent of the inductive and representational biases of the learning algorithm that is used to construct the classifier. In addition, it is important to emphasize that the robustness of the traditional feature selection method (for single classifiers) is the most relevant characteristic when evaluating these methods.

In the context of ensembles, as already mentioned, there are other issues which are very important and must be taken into consideration when choosing a feature selection method and the main one is diversity. As the ensemble system used a two-step decision making process (the individual classifier level and the combination method level), the dependency of the chosen subset with the classification methods can be smooth out, since the classifier accuracy is not the only parameter to define the accuracy of the ensemble system. Furthermore, when using heterogeneous ensembles, different types of classification methods are used and a poor performance of one individual classifier (bad choice of the subset of attributes) can be overcome by a good performance of a different classifier. In this case, the diversity plays an important role in the efficiency of these systems.

Furthermore, in analyzing the performance of the feature selection approach when using ensembles, it is noted that the major drawback of the wrapper approach is emphasized, since the fitness function usually has to take into consideration the accuracy of the whole ensemble system, increasing even further the complexity of this function. In some works, as in [24,25], the fitness function is based on the accuracy of individual classifiers and only after the choice of a reduced set of attributes is done, these attributes are distributed over the individual classifiers. However, these works do not consider the accuracy of an ensemble and, most of the times, the used fitness functions do not reflect the real situation of the ensemble systems. Alternatively, the work in [1] has used both filter and wrapper approaches, in which the filter approach was used in the first phase, while a genetic search is employed in the second phase. It does smooth out the problem, but it still has a reasonable complexity involving in its processing.

In summary, a feature selection method has to be efficient, robust and simple. Based on this, the use of the filter approach to select different subsets of attributes for the individual classifiers in an ensemble has become an interesting (and efficient) choice.

III. Ensemble Systems

As previously mentioned, the goal of using ensembles is to improve the performance of a pattern recognition system in terms of better generalization and/or in terms of increased efficiency and clearer design [4,30]. There are two main issues in the design of an ensemble, which are: the ensemble components and the combination methods that will be used. In relation to the first issue, the members of an ensemble are chosen and implemented. The correct choice of the set of individual classifiers is fundamental to the overall performance of an ensemble. The ideal situation would be a set of base classifiers with uncorrelated errors - they would be combined in such a way as to minimize the effect of these failures. In other words, the individual classifiers should be diverse among themselves (for more details about diversity, see section 3.1). According to its structure, an ensemble can be divided in two main approaches: heterogeneous and homogeneous. The first approaches combines different types of classification algorithms as individual classifiers. On the other hand, the second approach combines classification algorithms of the same type.

Once a set of individual classifiers has been created, the next step is to choose an effective way of combining their outputs. As already mentioned, the choice of the best combination method for an ensemble needs the execution of exhaustive testing. In other words, the choice of the combination method of an ensemble is very important and difficult to do. There are a great number of combination
methods reported in the literature [3,16,34]. According to their functioning, there are three main strategies of combination methods: fusion-based, selection-based, and hybrid methods.

- Fusion or combination based Methods: In this class, it is assumed that all classifiers are equally experienced in the whole feature space and the decisions of all of classifiers are taken into account for any input pattern. There are a vast number of combination-based methods reported in the literature. Examples of this class are: Sum, Majority Voting, Naïve Bayes, neural networks, fuzzy neural networks, fuzzy connectives among others;

- Selection-based Methods: In this class, only one classifier is needed to correctly classify the input pattern in selection-based methods. In order to do so, it is important to define a process to choose a member of the ensemble to make the decision, which is usually based on the input pattern to be classified. The choice is typically based on the certainty of the current decision. Preference is given to more accurate classifiers. One of the main methods in classifier selection is Dynamic Classifier Selection (DCS), proposed in [34].

- Hybrid Methods: They are the ones in which selection and fusion techniques are used in order to provide the most suitable output to classify the input pattern. Usually, there is a criterion process to decide whether to use the selection or combination method. The main idea is to use selection only and if only the best classifier is really good to classify the testing pattern. Otherwise, a combination method is used. Two main examples of hybrid methods are: Dynamic Classifier Selection based on multiple classifier behavior (Des-MCS) and Dynamic classifier selection using also Decision Templates (Des-DT) [16].

In the investigation of this paper, five fusion-based combination methods are in the ensemble systems, which are the following ones: Majority Voting, Sum, Weighted Sum, Multi-layer Perceptron and Naïve Bayesian.

### IV. Feature Selection in Ensembles

Feature selection methods try to reduce the dimensionality of the attributes of a dataset, spotting the best ones. The attribute subset selection can be defined as the process that chooses the best attributes subset according to a certain criterion, excluding the irrelevant or redundant attributes. In using feature selection methods, it is aimed to improve the quality of the obtained results. In the context of ensembles, for instance, feature selection methods provide different subsets of attributes for the individual classifiers, aiming to reduce redundancy among the attributes of a pattern and to increase the diversity in such systems. In this paper, feature selection methods will be used in ensemble systems. Hence, hereafter, the term feature selection will be used in the context of ensembles.

As already mentioned, there are several feature selection methods that can be used for ensembles, which can be broadly divided into two main approaches, which are: filter and wrapper. In the filter approach, usually, the attributes are ranked based on a certain criterion and the top N attributes are picked. In other words, a general ranking procedure is performed in which attributes are assessed for all classes of the problem, called general ranking process. This means that the diversity of the individual classifiers might be deteriorated, since the chosen features must have an efficient performance for all classes of the problem. In addition, it is well known that different classes of a problem can have different particularities and levels of difficulty. When using a general ranking procedure (for all classes), the difficulties of one class are being distributed among all other classes. In this sense, classes which are not very difficult to be classified may become more difficult. Moreover, different classes of one problem might need a different number of attributes to be classified. For instance, an attribute can be very important to one class and not very diverse in ensemble systems can be reached when the individual classifiers are built under different circumstances, such as in the following ways:

- Different parameter settings of the classifiers: In this approach, diversity can be reached through the use of different initial parameters setting of the classification methods. In a neural network, for instance, this would mean varying the weights and topology of a neural network model.

- Different classifier training datasets: In this approach, diversity can be reached through the use of feature distribution methods.

- Different classifier types: In this approach, diversity can be reached through the use of different types of classifiers. For instance, usually an ensemble which is composed of neural network and decision tree is more diverse than ensembles composed of only neural networks or decision trees.

In this paper, variations of the diversity are captured using different types of classifiers and different training datasets. Also, the use of ensembles with various levels of diversity is used in order to analyze the influence of the performance of presented feature selection method when varying diversity in the ensembles.
important to other classes. Because of this, the idea of using class-based ranking has emerged. In using class-based ranking, each classifier of an ensemble is associated with one class, increasing the processing time of the recognition process. However, it is believed that this will be compensated by the decrease in the number of features for each class and by the increase in the accuracy of the classification method. There are some works in the literature which use class-based feature selection, such as the favorite class method [26]. It is important to emphasize that although the choice of the subsets of attributes are based on a specific class, the corresponding classifiers will be built using all patterns of the whole training dataset, which includes patterns of all classes to be recognized.

In some real cases, however, an attribute can have a similar importance for two or more classes. In this case, when using a class-based feature selection, this attribute will probably be chosen for the different classifiers. As the classifiers of an ensemble will be responsible for one class of the application, the choice of this attribute for both classifiers may affect the accuracy of these classifiers, making them confuse patterns of both classes. In other words, it is important that the chosen features must show a high discriminative power, in which they will be able to distinguish one class from the others.

**B. The ReinSel Method**

Aiming to add discriminative power in the subset of chosen features and still keeping their robustness, a feature selection method called ReinSel (Reinforcement Selection) is proposed in this paper. This method was originally proposed in [33] and this work further investigates the performance of this method. It is a filter method which will search for attributes that are important for one class and not very important for other classes, making the classification method more secure about the class to be classified (attribute which will not make confusion in the classification method). The main idea is that one classifier, which will be responsible for one class of the problem, will base its decision on attributes which are important only for this class.

The idea of rewarding and penalizing features is to give more discriminative power to the subsets of features and, as a consequence, to build diverse classifiers. In the context of ensembles, it is possible to have classifiers which have high expertise in some parts of the problems (individual classes) and this can be joined together to reach a final decision. When penalizing features which are important to more than one class, it is aimed to select features which are important for just for one class. In this sense, these selected features will be part of classifiers who will be expert in that specific class. As an ensemble is composed of a set of classifiers, the built ensemble can have classifiers which are experts for one class, covering all classes of the problems. In doing this, it is trying to solve two of the main problems in ensemble systems, which are: diversity and dimensionality reduction. In order to choose the attributes, the ReinSel method uses two ranking procedures (two-step).

The algorithm of the ReinSel method is presented in Figure 1, while Figure 2 shows the general functioning of the ReinSel method, applying to a problem with three classes. The first ranking process (step 1) is similar to the ones used in classical filter approaches, in which one criterion is used to rank, in a decreasing order, the attributes. Once the first ranking is done, a second ranking process (step 2) is used for the final choice of the subsets. In this second ranking, the position of the attribute is defined based on the ranking of this attribute in the analyzed class, along with the position of this attribute in the other classes.

---

**Feature Selection Algorithm**

**Input:** Data D = ((X<sub>i</sub>, Y<sub>i</sub>)),
where X<sub>i</sub> = (x<sub>1i</sub>, x<sub>2i</sub>, ..., x<sub>n</sub>) and Y<sub>i</sub> = {1,..,L};
c = number of features and L = number of labels (classes)
1. For r = 1 to L
   1.1. Calculate V<sub>r</sub> = Ranking(X<sub>r</sub>,t) % first ranking, based on criterion t
2. For r = 1 to L
   2.1. For i=1 to c
      2.1.1. Calculate Rew<sub>ir</sub> and Pun<sub>ir</sub>
      2.1.2. Apply the RP parameter to attribute i
   2.2. Calculate V<sub>r</sub><sup>2</sup> = Ranking(X,RP) % second ranking
3. Select the first N to be part

**Output:**

**Figure 1:** Pseudo-code of the ReinSel Algorithm

---

**Figure 2:** the process of a class-based feature selection method

The main idea of the ReinSel method is that if an attribute is highly (in the top positions) ranked in an analyzed class, this means that this attribute is important for the classification process of this class and this will be positively counted for this attribute (high values for Rew<sub>ir</sub>, step 2.1.1). In addition, if an attribute is also highly ranked on the other classes, this means that this attribute is important for more than one class and the choice of this attribute can affect the accuracy of the classifiers, making it not very discriminative. In this case, this will be negatively counted for the attribute (high values for Pun<sub>ir</sub>, step 2.1.1).

In order to take into consideration the positive and negative points of an attribute, the second ranking procedure is based on a RP (reward/punishment) parameter, in which an attribute is rewarded for this position in the ranking of the analyzed class (the magnitude of this reward depends on the position of the attribute in the ranking) and it is punished by its highest position in the ranking of the other classes (the magnitude of this punishment depends on the position of the attribute in the ranking). Then, the RP parameter can be described as follows:
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\[ RP_{ir} = Re \ w_{ir} - Pun_{ir} \]  
(1)

Where:

\[ Re \ w_{ir} = v_{ir}^1 + \frac{NA}{NA + R_{ir}} \]  
(2)

And

\[ Pun_{ir} = \max_{s=1,\ldots,L/s\neq r} \left( v_{ir}^1 + \frac{NA}{NA + R_{ir}} \right) \]  
(3)

Where:
- \[ v_{ir}^1 \] is the result of the first ranking of attribute \( i \) for class \( r \);
- \( R_{ir} \) is the ranking of attribute \( i \) in class \( r \) and
- \( NA \) is the total number of attributes used in the dataset.

The first ranking is performed and its result is calculated for all attributes of all classes. For instance, in analyzing the \( i \)-th attribute for class \( r \), its result for the corresponding class \( (v_{ir}^1) \) will be considered for the reward calculation, while the result of this attributes for the other classes \( (v_{is}^1, s=1,\ldots,L, s\neq r) \) will be considered for the punishment calculation. Along with the result of the first ranking, the reward/punishment calculation also takes into consideration the position (ranking) of the attribute \( i \) in class \( c \). In other words, a good position in the ranking means a high reward or punishment.

The idea of the RP parameter is that the more an attribute is in the top position of the analyzed class, the higher is the reward. In equation 2, if an attribute \( i \) is the first one in the ranking of the analyzed class \( R_{ir} = 0 \), the result of the first ranking \( (v_{ir}^1) \) is added 1 (the maximum possible reward).

On the other hand, if this attribute is in the last position \( R_{ir} = NA-1 \), the result of the first ranking \( (v_{ir}^1) \) is added \( \approx 0.5 \) (the minimum possible reward). The same idea is used for the punishment part, in which the highest ranking in the other classes an attribute must be picked or not. In this paper, an analysis of the ReinSel method using both situations (fixed and varying values of \( N \)) is done.

V. Experimental Work

A. Datasets

All ensemble systems are applied to six different datasets, distributed in two sets, which are called: real and artificial datasets. The artificial datasets are described as follows are composed of two datasets, called Gaussian3 and Simulated6. These datasets are synthetic databases that simulate microarray data and were created to test the ML algorithms in the gene expression analysis [22]. These two synthetic databases have attributes related to each of their classes. Thus, there is a set of 200 attributes in Gaussian3 that determine each class. This relation between attribute and class is exclusive. The 200 attributes that determine Class 2, for example, do not determine Class 0 or Class 1. Similarly, Simulated6 presents sets of 50 attributes exclusively related to each class. Simulated6 has 6 classes with 50 exclusively related attributes, totaling 300 attributes. As Simulated6 actually has 600 attributes, the remaining 300 are noisy ones [22].

The real datasets are described as follows:
- St Jude Leukemia is a database obtained from gene expression data of leukemia cells [22,35]. Its data is represented by a matrix \( M(i, j) \), in which its \( n \) lines (examples, objects, instances) are samples of cells with leukemia and its \( m \) columns (attributes) are genes. In this specific dataset, \( n=248 \) and \( m=985 \). Each element \( (i, j) \) of the matrix is a number that measures the expression level of gene \( j \) found in cell sample \( i \). The attribute values of the databases present quite distinct scales. Therefore, in this paper, all attributes were normalized to the interval \( [0,1] \).
- Splice dataset contains a primate splice-junction gene sequences (DNA) with associated imperfect domain theory, obtained from the UCI repository [2]. A total of 3190 Instances using 60 attributes were used. These attributes describe sequences of DNA used in the process of creation of proteins.
- Images. This dataset was also taken from the UCI repository (segmentation dataset) [2]. The 2,310 instances were drawn randomly from a dataset of 7 outdoor images. The images were hand-segmented to create a classification for every instance, where each instance is a 3x3 region. Eighteen attributes were extracted from each region.
- Proteins. This dataset represents a hierarchical classification, manually detailed, of known structures of proteins. They are organized according to their evolutionary and structural relationship. The main protein classes are all-\( \alpha \), all-\( \beta \), \( \alpha/\beta \), \( \alpha+\beta \) and small. It is an unbalanced dataset, which has a total of 582 patterns, in which 111 patterns belong to class all-\( \alpha \), 177 patterns to class all-\( \beta \), 203 to \( \alpha/\beta \), 46 to class \( \alpha+\beta \) and 45 to class small.
The ensemble size is defined by the number of classes of the used dataset. In this sense, ensembles of size 3 are used for Gaussian and Splice datasets, ensembles of size 5 are used for St. Jude Leukemia and Proteins datasets, ensembles of size 6 are used for Simulated6 dataset and ensembles of size 7 are used for Image dataset.

B. Methods and Material

In order to investigate the performance of the ReinSel method, an empirical analysis is performed. Therefore, the proposed method along with the original filter method (only the first ranking) is analyzed in this investigation. The ensemble systems using feature selection are also compared with ensemble systems with no feature selection. For the ensemble systems using feature selection (original and ReinSel), one criterion was used as basis (first ranking) for the ranking of the attributes, which is:

- Spearman Correlation: it is a non-parametric measure of correlation. In other words, it assesses how well an arbitrary monotonic function could describe the relationship between two variables, without making any assumptions about the frequency distribution of the variables [24]. When using Spearman, the idea is to see the correlation between one attribute and the class label. However, the class label is transformed into a binary attribute, in which 1 means patterns of the analyzed class and 0 means patterns of other classes. The main idea here is to select features which are able to distinguish one class from the others.

Four types of classification methods are used as individual classifiers for the ensemble systems, which are: k-NN (nearest neighbor), C4.5 (decision tree), NB (Naïve Bayesian Learning) and MLP (multi-layer Perceptron) neural network. The choice of the aforementioned classifiers was due to the diversity in the classification criteria used by each method chosen. In addition, these individual classifiers are combined using five different combination methods, which are: Majority Voting, Sum, Weighted Sum, MLP and Naïve Bayesian. (for more details, see Section 5.2).

For each system, several different configurations are used, which are homogeneous (HO) and Heterogeneous (HE) structures of ensembles. It is important to emphasize that the heterogeneous structures include ensembles with 2, 3 and 4 different types of classifiers were taken into consideration. As there are several possibilities for each structure, this paper presents the average of the accuracy delivered by all possibilities of the corresponding structure. For instance, the homogeneous ensembles (NH) represent the average values for NB, k-NN, MLP and DT ensembles.

The individual classifiers and the ensemble systems were built using the k-fold cross-validation methodology. In addition, to compare the impact of the ReinSel method, the accuracies of the ensembles when using this method were compared with the ensemble systems using the original feature selection method and with systems with no feature selection. To do this comparison, a statistical test was applied, which is called hypothesis test (t-test) [16]. It is a test which involves testing two learned hypotheses on identical test sets. In order to perform the test, a set of samples (classifier results) from both algorithms should be used to calculate error mean and standard deviation. Based on the information provided, along with the number of samples, the significance of the difference between the two sets of samples, based on a degree of freedom (\(\alpha\)), is defined. In this paper, the confidence level is 95% (\(\alpha = 0.05\)).

For the feature selection procedure, the choice of the number of attributes to be part of a subset is done under two main approaches, fixed and variable. In the fixed approach, a fixed number of attributes is chosen for all classes. In this investigation, this number was chosen in such a way that all classifiers will use the same number of attributes of the whole dataset or half of them. For the Gaussian dataset, for instance, there are 600 attributes and three classes. Then, the numbers of attributes per classifier were 100 (100x3 = 300 \(\rightarrow\) half of attributes) and 200 (200x3 = 600 \(\rightarrow\) the same number of attributes of the whole dataset). In the variable approach, a threshold was defined and all attributes whose values are higher than the threshold are chosen. This means that the number of attributes seen by the classifiers is variable. Also, this threshold was defined by each dataset. Table 1 shows the average number of attributes used in this experiment. It is important to observe that the subsets used by the original feature selection are bigger than the ones used by the ReinSel method. These values were intentionally chosen in order to analyze the performance of the ReinSel method in extreme situations (having to choose a small number of attributes).

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>ReinSel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian3</td>
<td>72</td>
<td>45</td>
</tr>
<tr>
<td>Simulated6</td>
<td>51</td>
<td>48.16</td>
</tr>
<tr>
<td>St Jude</td>
<td>207</td>
<td>74.83</td>
</tr>
<tr>
<td>Splice</td>
<td>43.33</td>
<td>10.66</td>
</tr>
<tr>
<td>Proteins</td>
<td>46.2</td>
<td>11.2</td>
</tr>
<tr>
<td>Image</td>
<td>5</td>
<td>3.42</td>
</tr>
</tbody>
</table>

C. Combination Methods

As mentioned previously, this investigation was conducted using five combination methods, which are: Majority voting (MV), Sum, Weighted Sum (W-Sum), Neural Network (MLP) and Naïve Bayes (NB). All the combination methods used in this study were obtained from the WEKA machine learning visual package (http://www.cs.waikato.ac.nz/~ml/weka). Majority Voting and Sum methods have no parameters to be set and they are used as it is in Weka. For the Weighted-Sum, a very simple way of calculating weights was used, which was based on the recognition rate of the classifiers in a validation set. The configurations of the other two combination methods were chosen through exhaustive tests in each method using each data set. As six datasets were used, it is presented below a description of the parameters used in the combination methods for the majority of the datasets.

- Multilayer Perceptron (MLP): A 3-layer neural network was used and the termination condition...
VI. Results and Discussion

Table 2 shows the accuracy and standard deviation of the ensemble systems when using no feature selection, for all six datasets. In other words, all individual classifiers of the systems use all attributes of the corresponding dataset. The average accuracies of the individual classifiers are also shown in Table 2 (first column). In all datasets, ensembles using all five combination methods are also shown in Table 2. As it can be observed from Table 2, for all datasets, both homogeneous (HO) and Heterogeneous (HE) structures of ensembles are analyzed.

The accuracy of the ensemble systems in Table 2 increased when increased the number of different types of classifiers, since the accuracy of the heterogeneous ensembles were higher than the homogeneous one, for most of the analyzed cases. It is important to notice that the accuracies of the individual classifiers are very similar, in which the homogeneous individual classifiers had a slightly higher accuracies than the heterogeneous ones. Despite that, the heterogeneous ensembles provided the highest accuracies, for all combination methods analyzed. This result shows that the combination of different classifiers tend to provide more ensembles [4]. The combination method that provided the highest increase in accuracy of the heterogeneous ensembles is Weighted Sum (5.11%, average increase), followed by NB (4.19), MLP (3.69), MV (3.06) and Sum (2.31).

A. The Artificial Datasets

In this section, the results of the ensemble systems when applied to the artificial datasets (Gaussian and Simulated) are shown. Table 3 shows the results of the ensemble systems for these datasets. The number of attributes for each subset was fixed and variable. For the variable number of attributes, a threshold is chosen and the attributes whose values are higher than this threshold is chosen to be part of the subset. Finally, two different ensemble structures are analyzed, which are: homogeneous and heterogeneous.

In a general perspective, it can be noticed from Table 3 that the ensemble systems provided accuracies which are similar to the ones obtained by the ensemble systems with no feature selection (Table 2), mainly when using subsets with a fixed number of features. When using the ReinSel method, the accuracy of the ensemble systems had improvements in all analyzed cases, when compared with the ensembles using the original feature selection method. In addition, it can be seen in Table 3 that the standard deviation of the ensemble systems are very high, reaching values around 15%. It is important to emphasize that these two datasets have a small number of patterns (60 patterns the whole dataset, having 6 or 5 patterns in each fold). In this case, one pattern which is wrongly classified by the ensemble system has a strong impact in the accuracy level of this system, making the standard deviation have high values.

In relation to the strategy to choose the size of the feature subsets, the use of fixed size has provided ensembles with higher accuracies. However, it is important to emphasize that the average sizes of the subsets were smaller than the first fixed subset (100 for Gaussian and 50 for simulated). This was intentionally chosen. It is important to notice that even having produced smaller subsets, the ensembles which used the ReinSel method have provided the highest accuracies. In comparing the increase of accuracy of the ReinSel method over the original one under the different choice of the subset sizes, ensembles using the first fixed subset have provided the highest increase (11.14 percentage points of average increase), followed by the second fixed subset and variable.

In analyzing Table 3 based on the ensemble structures, it can be seen that the use of heterogeneous structures have provided ensembles with higher accuracies, when compared with the homogeneous ones. In addition, the highest increase in accuracy of the ReinSel method was provided by the heterogeneous structure (5.45, average increase), followed by homogeneous (4.34).

In analyzing Table 3 based on the combination methods, the ensembles which reached the highest accuracies were the ones combined by MLP, followed by NB, W-Sum, Sum and MV. However, the highest increase in accuracy, when comparing ReinSel with the original one, was reached with ensembles combined by MV (9.58 average increase), followed by MLP (4.71), NB (4.58), Sum (4.33) and W-Sum (1.33). The negative point is the weak performance of the ensembles combined by the weighted sum, for both feature selection methods. This is an indication that the use of weights is important, but the search for the optimal weights is not an easy task.

In the statistical test, the comparison of the ReinSel method with ensembles using the original methods showed that the improvement of the ReinSel method was statistically significant in around 39% of the analyzed cases (23 out of 60). In these 23 cases, 56% were for the Simulated dataset (13 statistically significant improvements), while 44% were for Gaussian dataset (10). When analyzing the combination method, the method which provided the highest number of statistically significant improvement was Majority voting, which had 26% of the statistically significant improvements (5), followed by Sum and Weighted Sum with 22% each of them (5), by NB with 17% and MLP with 13% (3).

In relation to the ensemble structures, the number of statistically significant improvement was basically the same for both structures, with 12 for heterogeneous and 11 for...
homogeneous. It is important to mention that the sample used by the heterogeneous is higher than the ones used by the homogeneous ones. In this experiment, values show the average accuracy of all possible combinations. In the homogeneous structures, this means four combinations (ensembles composed of NB, DT, k-NN and MLP) are used and each of them was built under 10-fold cross validation. In this case, the homogeneous structures have, in total, a sample composed of 40 members. This value is used in the statistical test as the number of groups of each case. In contrast, in the heterogeneous structures, the number of combination is very high, leading to a high number of members. This makes the statistical test to detect more easily statistical differences when using large samples.

The last analysis with the artificial datasets is related to the amount of noisy attributes chosen by the feature selection methods during their processing. As already mentioned, the simulated dataset are composed of 600 attributes in which 300 are noisy ones. It is important to analyze whether the feature selection methods were capable of avoiding to choose these attributes. In order to do this analysis, Table 4 shows the average amount of noisy attributes that were pick for ReinSel and the original methods.

From Table 4, it is possible to observe that the use of Spearman correlation was very effective to detect noisy attributes, independently of the feature selection method. It is an expected result since a noisy attributes can have high variability in any particular class. Although they have high variability, they do not have high correlation, making easy for Spearman to detect these attributes. The other important point from Table 4 is that the ReinSel method did not selected any noisy attributes in two cases (first fixed and variable) and less than one noisy attribute in the remaining case. This is an indication that the reinforcement process is helping the feature selection to detect the important features, discarding the noisy ones.

B. The Real Datasets

In this section, the results of the ensemble systems when applied to the real datasets (Splice, St Jude, Proteins and Image) are shown. Table 5 shows the results of the ensemble systems for these datasets. As in the previous Section, the number of attributes for each subset was fixed and variable.

In a general perspective, it can be noticed from Table 5 that the ensemble systems provided accuracies which are similar to the ones obtained by the ensemble systems with no feature selection (Table 2), mainly when using subsets with a fixed number of features. The only exception is the Image dataset, in which the accuracies of the systems with feature selections had a lower performance than the ones without feature selections. It is believed that as this dataset has a small number of attributes used by the feature subsets deteriorated the accuracies of the ensemble systems. In addition, ensembles using the ReinSel method, the accuracy of the ensemble systems had improvements in all analyzed cases, when compared with the ensembles using the original feature selection method. However, once again, the use of ReinSel in the Image dataset did not increase the accuracy of the ensemble systems, when compared with the original feature selection method. This fact happened mainly for variable feature subset. The possible reason for this performance is the small number of attributes and the high number of classes that might have affected negatively the ReinSel method.

In relation to the strategy to choose the size of the feature subsets, the use of fixed size has provided ensembles with higher accuracies in almost all cases. Once again, for variable subsets, the ensembles which used the ReinSel method have provided the highest accuracies, even having smaller feature subsets. In comparing the increase of accuracy of the ReinSel method over the original one under the different choice of the subset sizes, ensembles using the first fixed subset have provided the highest increase (4.9 of average increase), followed by the second fixed subset (4.3) and variable (0.90).

In relation to the ensemble structures, Table 5 shows a similar behavior of the last section. In other words, the use of heterogeneous structures has provided ensembles with higher accuracies, when compared with the homogeneous ones. In addition, the highest increase in accuracy of the ReinSel method was provided by the heterogeneous structure (3.59, average increase), followed by homogeneous (3.13).

Of the combination methods, the ensembles which reached the highest accuracies were the ones combined by MLP, followed by NB, Sum, W-Sum and MV. However, the highest increase in accuracy, when comparing ReinSel with the original one, was once again reached with ensembles combined by MV (4.98 average increase), followed by W-Sum (4.15), Sum (3.16), MLP (2.59) and NB (2.55). Although the ensembles combined by MLP had provided the highest accuracies, they have provided one of the lowest increases (ReinSel against Original). MLP is itself a more elaborated method which can overcome some weakness of the input patterns. In this sense, the use of less representative features was overcome by the MLP processing. Therefore, the increase in accuracy was not as high as in more simplified models like Sum and Majority Voting. Despite that, an average increase of 2.59 percentage points is not that dreadful.

In the statistical test, the comparison of the ReinSel method with ensembles using the original methods showed that the improvement of the ReinSel method was much higher than the artificial datasets, in which there are statistically significant improvements in 75% of the analyzed cases (89 out of 120). In these 89 cases, 32% of them were found to be for the Image dataset (28 out of 89), followed by Splice (26), proteins (25) and St Jude (10). It is important to emphasize the excellent result obtained by Image dataset, since the ReinSel method was statistically better than in more than 93% of the cases for these datasets (with 28 out of 30). Even in the case of Image dataset, the improvement of the ReinSel methods occurred in 33.3% of the analyzed cases for this dataset.

In relation to the ensemble structures, as in the previous section, the number of statistically were higher for the homogeneous structure, where 52% of the statistically significant improvements was obtained (46), while 48% were obtained by the heterogeneous ones (43). Finally, of the combination method, the Weighted Sum method has provided the highest number of statistically significant
improvements, with 23% of the cases for each combination method (21), followed by Majority voting and NB with 20% (18), Sum with 19% (17) and MLP with 18% (16).

VII. Final Remarks

This paper proposed ReinSel, which is a feature selection method to be used in ensemble systems. This method applies a reinforcement procedure in which it selects important attributes to a corresponding class and the ensemble systems need to have, at least, one classifier to correctly recognize each class. The main idea of the ReinSel method is to use simple and efficient method to distribute attributes among the individual classifiers of an ensemble.

In order to analyze the feasibility of the ReinSel method, an empirical evaluation was performed. In this analysis, ensemble systems using the ReinSel method were compared with systems using a standard (original) feature selection method, as well as systems with no feature selection methods. All three types of systems were applied to six datasets, using fixed or variable sizes of subsets for the individual classifiers.

Based on the empirical analysis elaborated in this paper, the main points that could be concluded are described as follows.

- The ensemble systems using the ReinSel method had always provided similar accuracies, when compared with systems using no feature selection method. This shows that the idea of choosing attributes that are important only for one class has had a positive effect in the performance of the individual classifiers and, as a consequence, in the performance of the ensemble systems. In addition, the use of ReinSel have led to more accurate ensembles, when compared with the original feature selection method;

- The use of heterogeneous structures of ensembles has led to more accurate ensembles, when compared with the homogeneous ones. In addition, the use of heterogeneous structures was more positive for the ReinSel than for the original one, since it provided a higher increase in accuracy, when compared with the homogeneous ones, for both sets of datasets (artificial and real);

- Of the combination methods, the ensembles which reached the highest accuracies were the ones combined by MLP and the highest increase, when comparing ReinSel with the original method, was reached when using Majority Voting.

- The statistical test illustrated that the highest number of statistically significant improvements was reached by the real datasets, in which 75% of the analyzed cases were statistically significant improvements. It is important to emphasize the excellent performance of the ReinSel methods for Image dataset, having statistically significant improvements in more than 93% of the analyzed cases. In analyzing both sets of datasets, the heterogeneous structures provided higher number of statistically significant improvements, when compared with the homogeneous ones. Finally, it could be noted that the impact of the ReinSel was more positive in simple combination methods, such as Majority voting, Sum and Weighted sum, when compared with more elaborated ones (MLP and NB). In these simple methods, the number of statistically significant improvements was higher than the more elaborated ones.

- One of the artificial datasets (Simulated6) had noisy attributes and it was possible to analyze the amount of noisy attributes chosen by the feature selection methods. According to this analysis, the ReinSel method managed to avoid choosing noisy attributes. The ReinSel method managed to choose less than 1 attribute, while the original method has chosen an average of 16 noisy attributes.
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Table 2: Accuracy (Acc) and Standard Deviation (SD) of the ensemble systems using no feature selection

<table>
<thead>
<tr>
<th>GAUSSIAN3</th>
<th>MV</th>
<th>Sum</th>
<th>W-Sum</th>
<th>MLP</th>
<th>NB</th>
</tr>
</thead>
<tbody>
<tr>
<td>HO</td>
<td>81.94±8.41</td>
<td>81.66±10.85</td>
<td>81.66±10.85</td>
<td>88.75±6.17</td>
<td>83.75±3.07</td>
</tr>
<tr>
<td>HE</td>
<td>81.83±8.51</td>
<td>89.44±7.40</td>
<td>84.80±9.78</td>
<td>87.70±7.91</td>
<td>98.40±2.76</td>
</tr>
</tbody>
</table>

SIMULATED6

| HO        | 84.65±10.96 | 86.66±10.07 | 87.50±11.14 | 85.83±11.45 | 92.91±5.22 |
| HE        | 82.45±11.60 | 89.51±10.47 | 89.84±10.77 | 88.89±10.60 | 97.96±4.13 |

ST. JUDE LEUKEMIA

| HO        | 95.15±3.51 | 96.67±3.19 | 96.67±3.15 | 96.47±3.49 | 96.87±3.13 |
| HE        | 95.14±3.57 | 97.83±3.07 | 97.84±3.00 | 97.92±2.33 | 98.61±2.75 |

SPLICE

| HO        | 84.65±10.96 | 86.66±10.07 | 87.50±11.14 | 85.83±11.45 | 92.91±5.22 |
| HE        | 82.45±11.60 | 89.51±10.47 | 89.84±10.77 | 88.89±10.60 | 97.96±4.13 |

PROTEINS

| HO        | 76.13±4.24 | 77.44±10.96 | 78.20±10.33 | 78.70±7.91 | 98.40±2.76 |
| HE        | 75.83±4.25 | 80.18±4.23 | 81.88±3.79 | 80.51±3.75 | 97.96±4.13 |

IMAGE

| HO        | 92.51±1.43 | 92.44±1.31 | 93.12±1.39 | 92.93±1.53 | 96.16±0.99 |
| HE        | 92.38±1.43 | 91.02±1.82 | 91.11±1.82 | 91.40±1.82 | 95.28±1.10 |

Table 3: Accuracy and Standard Deviation of the ensemble systems using feature selection methods for the artificial datasets. The criterion used for ranking the attributes is Spearman

<table>
<thead>
<tr>
<th>Spearman Gaussian3</th>
<th>Fixed 1 (F1) - 100 attributes</th>
<th>Spearman Simulated</th>
<th>Fixed 1 (F1) - 50 attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td>ReinSel</td>
<td>Original</td>
</tr>
<tr>
<td>HO</td>
<td>60.27±12.86</td>
<td>60.41±12.95</td>
<td>62.08±16.09</td>
</tr>
<tr>
<td>HE</td>
<td>77.08±15.77</td>
<td>72.33±15.95</td>
<td>71.25±15.33</td>
</tr>
<tr>
<td>MV</td>
<td>84.16±12.73</td>
<td>79.16±16.18</td>
<td>85.00±13.05</td>
</tr>
<tr>
<td>Sum</td>
<td>86.66±10.45</td>
<td>86.78±13.12</td>
<td>87.08±8.16</td>
</tr>
<tr>
<td>MLP</td>
<td>90.41±6.34</td>
<td>90.74±8.27</td>
<td>90.41±6.77</td>
</tr>
<tr>
<td>NB</td>
<td>83.75±6.17</td>
<td>93.10±7.65</td>
<td>87.08±8.56</td>
</tr>
<tr>
<td>Fixed 2 (F2) - 100 attributes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO</td>
<td>63.33±14.35</td>
<td>63.43±14.44</td>
<td>86.66±11.14</td>
</tr>
<tr>
<td>HE</td>
<td>73.33±14.23</td>
<td>72.38±14.47</td>
<td>88.33±7.98</td>
</tr>
<tr>
<td>MV</td>
<td>86.66±8.98</td>
<td>82.38±13.58</td>
<td>89.58±4.83</td>
</tr>
<tr>
<td>Sum</td>
<td>87.08±7.94</td>
<td>87.00±11.34</td>
<td>90.00±6.14</td>
</tr>
<tr>
<td>MLP</td>
<td>90.41±6.80</td>
<td>95.66±4.99</td>
<td>90.83±5.46</td>
</tr>
<tr>
<td>NB</td>
<td>84.58±5.29</td>
<td>92.62±5.64</td>
<td>85.00±16.14</td>
</tr>
</tbody>
</table>

Table 4: The average number of noisy attributes chosen by the features selection methods, for the Simulated dataset, for all three subset sizes, F1(50), F2(100) and variable

<table>
<thead>
<tr>
<th>Spearman</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.33</td>
<td>46</td>
<td>2.66</td>
</tr>
<tr>
<td>ReinSel</td>
<td>0.16</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 5: Accuracy and Standard Deviation of the ensemble systems using feature selection methods for the real datasets. The criterion used for ranking the attributes is Spearman.

<table>
<thead>
<tr>
<th>Method</th>
<th>SPLICE - 20 ATRIBUTOS</th>
<th>ST. JUDE - 80 ATRIBUTOS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td>ReinSel</td>
</tr>
<tr>
<td>Ind.</td>
<td>73.38±2.49</td>
<td>73.63±2.48</td>
</tr>
<tr>
<td>MV</td>
<td>84.41±2.16</td>
<td>85.48±2.11</td>
</tr>
<tr>
<td>Sum</td>
<td>85.72±2.23</td>
<td>85.77±2.12</td>
</tr>
<tr>
<td>W-Sum</td>
<td>85.76±2.03</td>
<td>86.26±1.58</td>
</tr>
<tr>
<td>MLP</td>
<td>89.76±1.74</td>
<td>91.09±1.84</td>
</tr>
<tr>
<td>NB</td>
<td>89.03±2.08</td>
<td>90.61±1.82</td>
</tr>
<tr>
<td>PROTEINS - FIXED 1 (F1)</td>
<td>85.76±2.03</td>
<td>87.06±2.01</td>
</tr>
<tr>
<td>Pro. - Fixed 1 (F1)</td>
<td>89.76±1.74</td>
<td>91.09±1.84</td>
</tr>
<tr>
<td>PROTEINS - VARIABLE</td>
<td>87.31±1.76</td>
<td>91.76±1.94</td>
</tr>
<tr>
<td>ST. JUDE - Variable</td>
<td>87.31±1.76</td>
<td>91.76±1.94</td>
</tr>
<tr>
<td>Proteins - Fixed 2 (F2)</td>
<td>87.31±1.76</td>
<td>91.76±1.94</td>
</tr>
<tr>
<td>Pro. - Fixed 2 (F2)</td>
<td>87.31±1.76</td>
<td>91.76±1.94</td>
</tr>
<tr>
<td>Proteins - Variable</td>
<td>87.31±1.76</td>
<td>91.76±1.94</td>
</tr>
<tr>
<td>ST. JUDE - Variable</td>
<td>87.31±1.76</td>
<td>91.76±1.94</td>
</tr>
<tr>
<td>Proteins - Fixed 2 (F2)</td>
<td>87.31±1.76</td>
<td>91.76±1.94</td>
</tr>
<tr>
<td>Pro. - Fixed 2 (F2)</td>
<td>87.31±1.76</td>
<td>91.76±1.94</td>
</tr>
<tr>
<td>Proteins - Variable</td>
<td>87.31±1.76</td>
<td>91.76±1.94</td>
</tr>
<tr>
<td>ST. JUDE - Variable</td>
<td>87.31±1.76</td>
<td>91.76±1.94</td>
</tr>
</tbody>
</table>