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Abstract: A novel approach to scheduling resolution by
combining Autonomic Computing (AC), Multi-Agent Systems
(MAS), Case-based Reasoning (CBR), and Bio-Inspired Opti-
mization Techniques (BIT) will be described. AC has emerged
as a paradigm aiming at incorporating applications with a man-
agement structure similar to the central nervous system. The
main intentions are to improve resource utilization and service
quality. In this paper we envisage the use of MAS paradigm for
supporting dynamic and distributed scheduling in Manufactur-
ing Systems with AC properties, in order to reduce the com-
plexity of managing manufacturing systems and human inter-
ference. The proposed CBR based Intelligent Scheduling Sys-
tem was evaluated under different dynamic manufacturing sce-
narios.
Keywords: Multi-Agent Systems, Autonomic Computing, Case-
based Reasoning, Bio-Inspired Optimization Techniques

I. Introduction

Self-organization can be defined as the process by which sys-
tems tend to reach a particular objective with minimal human
interference. The mechanisms dictating its behavior are in-
ternal to the system. This field of research has received much
attention in the Autonomic Computing paradigm [1].
AC intends to address complexity by using technology to
manage technology. The term autonomic is derived from
human biology. The autonomic nervous system monitors
human heartbeat, checks blood sugar level and keeps body
temperature without any conscious effort on humans part.
Considering the analogy with human behaviours,
self-managing autonomic capabilities anticipate Information
Technology (IT) systems’ requirements and solve problems
with minimal human intervention. As a result, IT profession-
als can focus on jobs with higher value to the business.
However, there is an important distinction between auto-
nomic activity in the human body and autonomic activities
in IT systems. Many of the decisions made by autonomic
capabilities in the body are involuntary. In contrast, self-
managing autonomic capabilities in computer systems per-
form tasks that IT professionals choose to delegate on tech-
nology according to business or security policies.
Learning and adaptation represent key components in the de-
sign of modern effective and generally apply optimization,
autonomic and intelligent approaches.

We propose to use a self-organized architecture for a Co-
operative Scheduling System considering that it must be
able to perform scheduling in highly dynamic environments
where there is incomplete information and changes often oc-
cur; modify previously formed schedules considering recent
dynamic information, minimizing the disruption of earlier
schedules and still aiming for the most effective possible use
of resources and achievement of goals and provide flexibility
to robustly react to any perturbation in an efficient way.
In this work we intend to take advantage from the potential-
ities and combination of different efficient approaches from
Hybrid Problem Solving perspective.
The remaining sections are organized as follows: Section
II describes the background, with an overview about AC,
BIT and CBR paradigms. A description of scheduling prob-
lem under consideration is made in Section III. Section IV
presents a Bio-Inspired Scheduling System Prototype, with
the details about system’s implementation described in Sec-
tion V. In Section VI it is presented a discussion about the
obtained results about system’s performance under dynamic
perturbations. Finally, Section VII presents some conclu-
sions and puts forward some future work.

II. Background

A. Autonomic Computing

Autonomic Computing is an IBM Grand Challenge proposed
in 2001 by Paul Horn, Senior Vice-President of IBM Re-
search. Horn argues that IT industry’s focus on constant
expansion will soon reach its breaking point: massive data
centres are built in organic, ad hoc ways, resulting in a het-
erogeneous composition whose maintenance costs in terms
of qualified staff, time and capital will soon exceed corpo-
rate capabilities [1].
AC proposes a broad new field of research related to the au-
tomation of IT management procedures, drawing inspiration
from the human autonomous nervous system. AC concept
revolves around four self-* properties, in which research ef-
forts may be categorized: Self-Configuring, Self-Healing,
Self-Optimizing and Self-Protecting. The names of these
properties are self-explanatory, there is one inherent and im-
plicit concept of significant importance relative to proactive-
ness. This is what separates this area of research from some
of the functionalities which are already being integrated with
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existing software systems.
Software systems managing IT resources without human su-
pervision, called Autonomic Managers, are expected to con-
tinuously and autonomously respond and adapt to changes,
and continuously seek ways to improve efficiency.
Many studies have already been made around this area. From
Software Engineering concerns to address this new develop-
ment paradigm [2, 3] all the way down to industry integration
[4, 5].
Important techniques have been proposed from areas such as
Service-Oriented Architectures [6, 7], Multi-Agent Systems
[1], Grid Computing [4] and Control Theory [6, 8].
Planning is a critical component of the Autonomic Comput-
ing vision [1] where in the behavior of system elements are
monitored and analyzed, and the performance is used to plan
and execute suitable actions to take or keep the system in
desirable states.

B. Bio-Inspired Optimization Techniques

Biological and natural processes have been sources of inspi-
ration for computer science and information technology.
The interest of the BIT, also named Meta-heuristics, is that
they converge, in general, to satisfactory solutions in an ef-
fective and efficient way (computing time and implementa-
tion effort). BIT have often been shown to be effective for
difficult combinatorial optimization problems appearing in
several industrial, economical, and scientific domains [9, 10].
Prominent examples are Genetic Algorithms, Simulated An-
nealing, Tabu Search, Scatter Search, Memetic Algorithms,
Ant Colony Systems, and Particle Swarm Optimization.
When considering and understanding solutions followed by
nature it is possible to use this acquired knowledge on the res-
olution of complex problems on different domains. From this
knowledge application, on a creative way, arise new comput-
ing science areas - Bionic Computing.
The complexity of current computer systems has led the
software engineering, distributed systems and management
communities to look for inspiration in diverse fields, e.g.
robotics, artificial intelligence or biology, to find new ways
of designing and managing systems. Hybridization of dif-
ferent approaches seems to be a promising research field of
computational intelligence focusing on the development of
the next generation of intelligent systems.

C. Case-based Reasoning

CBR is an Artificial Intelligence methodology which aims to
solve new problems by using information about the obtained
solutions to previous similar problems [11] in learning based
scenarios through experience.
In CBR, previous solved cases and its solutions are memo-
rized as cases, saved in a repository, the casebase, so they
can be reused in the future [12]. Instead of defining a set of
rules or general lines, a CBR system solves a new problem
by reusing similar cases previously solved.
CBR consists in a cycle (figure 1), usually described as the
‘4 Rs’ [12]:

1. Retrieve the most similar case or cases;

2. Reuse the retrieved information and knowledge;

Figure. 1: CBR cycle (extracted from [12])

3. Revise the proposed solution;

4. Retain the revised solution to be useful for future prob-
lem solving.

A new case is a initial description of a problem, which is used
to retrieve a case from the casebase. This retrieved case is
then combined with the new case, in the Reuse phase, which
gives a suggested solution to solve the new case. In the Re-
vising phase, the suggested solution is tested and repaired
if fails. In the Retaining phase, the useful experience is re-
tained for future reuse, and the casebase is updated with the
new learned case, or by modifying some existing cases.
The Retrieving phase starts with a partial description of the
problem, and usually ends when it finds the most similar pre-
vious case. It is frequently defined a similarity measure to
calculate the similarity between previous cases and the new
case [13]. The correct definition of similarity measures for
real world problems is one of the greatest challenges of re-
search in CBR.
There are two ways of reusing the previous cases (Reusing
phase): solution reuse and method reuse. In the first, the past
solution is not directly copied to the new case, but there is
some knowledge allowing the previous solution to be trans-
formed into the solution of the new case. In the second, it is
observed how the problem was solved, in the retrieved case,
which has information about the used method for the res-
olution of the problem, including an explanation about the
operators used, sub-objectives considered, alternatives, fail-
ures, etc. The retrieved method is reused to the new problem
in the new context.
The objective of Revise phase is to evaluate the retrieved so-
lution. If this solution is well succeeded it is possible to learn
about the success, otherwise the solution is repaired using
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some problem domain’s expertise knowledge. The evaluat-
ing task executes the proposed solution and evaluates the re-
sult. This is usually a step outside the CBR, once it needs the
problem execution in an application.
Retain phase consists in a process of integrating the useful
information about the resolution of the new case in the case-
base. It is important to know what case information is useful
to retain, how to retain it, how to index the case for a future
retrieve in similar cases, and how to integrate the new case in
the memory structure.
Burke et al. [13] have referred that CBR is an appropriate
approach for scheduling systems with expertise knowledge
and empathize a research potential in dynamic scheduling.
In general, CBR applications in scheduling domain can be
classified in three categories [14]: algorithms reuse, opera-
tors reuse, and solutions reuse.
CBR based scheduling systems in the first category assume
that it is probable that an effective approach for a specific
problem’s resolution will also be effective in the resolution of
a similar problem. In these kind of systems, a case consists
in a representation of the problem and in a known effective
algorithm for its resolution. Schmidt [15] designed a CBR
structure to choose the most appropriate method for schedul-
ing problems’ resolution in production machines. Schirmer
[16] implemented a CBR system for selection of schedul-
ing algorithms with the objective to solve project schedul-
ing problems. Schirmer experimentally showed that some
scheduling algorithms work better than others, in some in-
stances of problems.
CBR scheduling systems in the second category reuse the
operators for the resolution of the new problem [13]. A case
describes a context in which a useful scheduling problem is
used for repairing/adapting a scheduling plan to improve its
quality, in terms of constraints’ satisfaction [17]. Burke et
al. [13] have proposed a case-based hyper-heuristic to solve
timetabling problems. Beddoe et al. [17] have developed a
CBR system to solve nurse scheduling problems.
Finally, in CBR scheduling systems of third category, it is
used the whole or part of previous solutions of problems to
construct the solution of the new case. A case contains the
description of the problem and its solution, or part of the so-
lution. This method was used for the resolution of manufac-
turing scheduling problems [18, 19] and university courses
timetabling [13]. It was also used for constructing Meta-
heuristics’ initial solutions, as Genetic Algorithms [20] and
Simulated Annealing [21].
There is also some research in hyper-heuristic area which can
be defined as ”heuristics that choose heuristics” or as ”algo-
rithms that choose the most adequate algorithm for a spe-
cific situation” [13]. Examples of CBR hyper-heuristics in
scheduling problems are [13], [22] and [23].

III. Scheduling Problem Definition

Most real-world multi-operation scheduling problems can be
described as dynamic and extended versions of the classic
Job-Shop scheduling combinatorial optimization problem.
In practice, scheduling environment tends to be dynamic, i.e.
new jobs arrive at unpredictable intervals, machines break-
down, jobs can be cancelled and due dates and processing
times can change frequently.

The problem, focused in this work, which we call Extended
Job-Shop Scheduling Problem (EJSSP), has major exten-
sions and differences in relation to the classic Job-Shop
Scheduling Problem. In this work, we define a job as a manu-
facturing order for a final item, which can be Simple or Com-
plex [24]. The main elements of the EJSSP problem [24, 25]
could be modeled as: a set of multi-operation jobs J1, ..., Jn
has to be scheduled on a set of machines M1, ...,Mn. dj is
the due date of job Jj . tj is the initial processing time of job
Jj . rj is the release time of job Jj . The existence of op-
erations on the same job, on different parts and components,
processed simultaneously on different machines, followed by
components assembly operations (multi-level jobs).
Furthermore EJSSP should meet the following restricted
conditions:

1. The existence of different job release dates rj and due
dates dj .

2. The possibility of job priorities definition, reflecting the
importance of satisfying their due dates, being similar
to the weight assigned to jobs in scheduling theory.

3. Precedence constraints among operations of the differ-
ent jobs.

4. New jobs can arrive at unpredictable intervals. Jobs can
be cancelled. Changes in task attributes can occur: pro-
cessing times, due dates, release dates and priorities.

5. Each operation Oijkl must be processed on one machine
of the set Mi, where pijkl is the processing time of op-
eration Oijkl on machine Mi.

6. The existence of operations on the same job, on differ-
ent parts and components, processed simultaneously on
different machines, followed by components assembly
operations (multi-level jobs).

7. A machine can process more than one operation of the
same job (recirculation).

8. The existence of alternative machines, identical or not.

IV. Bio-Inspired Scheduling System Prototype

Bio-Inspired Scheduling System Prototype (BioSched) is an
Autonomic Scheduling System in which communities of
agents model a real manufacturing system subject to pertur-
bations. Agents must be able to learn and manage their in-
ternal behavior and their relationships with other autonomic
agents, by cooperative negotiation in accordance with busi-
ness policies defined by user manager.
BioSched system is a MAS where each agent represents a re-
source (Resource Agents) in a Manufacturing System. Each
Resource Agent must be able: to find an optimal or near opti-
mal local solution through BIT algorithms; to deal with sys-
tem dynamism (new jobs arriving, cancelled jobs, changing
jobs attributes, etc); to change/adapt the parameters of the
basic algorithm according to the current situation; to switch
from one Meta-Heuristic algorithm to another and to cooper-
ate with other agents.
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Figure. 2: BioSched system’s architecture

Scheduling approach followed in this proposal is rather dif-
ferent from the ones found in the literature; as we try to im-
plement a system where each Resource Agent is responsible
for optimizing the scheduling of operations for one machine
through a BIT. This considers a specific kind of social inter-
action that is cooperative problem solving, where the group
of agents work together to achieve a good solution for the
problem.
The original Scheduling problem defined in Section III is de-
composed into a series of Single Machine Scheduling Prob-
lems (SMSP). The Resource Agents, which have a BIT asso-
ciated, obtain local solutions and later cooperate in order to
overcome inter-agent constraints and achieve a global sched-
ule [25].
The system waits for the solutions obtained by the Resource
Agents and then applies a repair mechanism to shift some
operations in the generated schedules till a feasible solution
is obtained. This cooperation mechanism must be prepared
to accept agents subjected to dynamism (new jobs arriving,
cancelled jobs, changing jobs attributes).
BioSched system’s architecture is based on six different
types of agents (figure 2).
In order to allow a seamless communication with the user,
an User Interface Agent (AgentUI) is implemented. This
agent, apart from being responsible for the user interface,
will dynamically generate the necessary Job Agents accord-
ing to the number of jobs that comprise the scheduling prob-
lem and assign each job to the respective Job Agent.
The Job Agents will process the necessary information about
the respective job. This agent will be responsible for the gen-
eration of the earliest and latest processing times, the veri-

Figure. 3: Self-Configuring module

fication of feasible schedules and identification of constraint
conflicts on each job and the decision on which Resource
Agent is responsible for solving a specific conflict.
The Resource Agents are responsible for the scheduling of
the operations that require processing in the machine super-
vised by the agent. This agent will implement meta-heuristic
and local search procedures in order to find best possible op-
eration schedules and will communicate those solutions to
the Job Agent for later feasibility check.
Additionally, we consider Self-* agents, namely Self-
Configuring, Self-Optimizing and Self-Healing, which will
be described in the following subsections. Self-protecting
was not considered in this work.

A. Self-Configuring module

The function of Self-Configuring is a control loop that col-
lects details from the system and acts accordingly (figure 3).
Self-Configuring enable systems to adapt to changing condi-
tions by adapting their own configurations, allowing the ad-
dition and removal of resources without service disruption.
Respectively to the Self-*Agents, the Self-Configuring
Agent is responsible for monitoring the system in order to
detect changes occurred in the schedule, allowing the system
to perform dynamic adaptation. With this agent, the system
will be prepared to automatically handle dynamism by adapt-
ing the solutions to external perturbations.
Dynamic Adaptation is necessary due to two classes
of external events: Partial events imply variability in
jobs/operations attributes such as processing times, due dates
or release times; and Global events imply variability in
neighborhood/population structure, resulting from new job
arrivals, job cancellations, machines breakdown, etc. While,
on one hand, partial events only require redefining job at-
tributes and re-evaluation of the objective function, global
events require a change on solution structure and size, carried
out by inserting or deleting operations, and also re-evaluation
of the objective function. Therefore, under a total event, the
modification of the current solution is imperative, through
job arrival integration mechanisms (when a new job arrives
to be processed), job elimination mechanisms (when a job is
cancelled) and regeneration mechanisms in order to ensure a
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Figure. 4: Self-Optimizing module

dynamic adaptation of population/neighborhood.

B. Self-Optimizing module

Self-Optimizing module (figure 4) gives the system the abil-
ity of monitoring its state and performance and proactively
tune itself to respond to environmental stimuli. Each Re-
source Agent adopts and provides self-parameterization of
the solving method in accordance with the problem being
solved (parameters can change in run-time). Each Resource
Agent must be able to define which BIT will be used and
define initial parameters of BIT according to the current sit-
uation or even to commute from one algorithm to the other
according to current state and previous learning. Resource
Agents self-optimize through learning and past experience.
The Self-Optimizing Agent is responsible for automatically
tuning the BIT parameters, according to the problem’s char-
acteristics and dimension. This agent receives the initial
problem, or the changes detected by Self-Configuring Agent,
and automatically select the BIT to use, and makes its self-
parameterization. If some perturbation occurs in the system,
parameters may change in run-time. This tuning of parame-
ters is made through learning and experience, since it uses a
CBR module. Each time a new problem (case) appears, CBR
uses past experience in order to specify the meta-heuristic
and respective parameters for that case. When the new case
is solved, it is stored for later use.

C. Self-Healing module

Finally, the Self-Healing Agent gives the capacity to the sys-
tem for diagnosing deviations from normal conditions and
proactively takes actions to normalize them and avoid service
disruptions. This agent monitors other agents in order to pro-
vide overall self-healing capabilities. Since agents may crash
for some reason, self-healing provides one or more agents
backup registries in order to grant storage for the reactivation
of lost or stuck scheduling agents with meaningful results,
thus enabling the system to restart from a previous check-
point as opposed to a complete reset. With this agent, the

system becomes stable, even if some deadlocks or crashes
occur.

V. Implementation and Computational Study

To evaluate the proposed architecture we have developed a
prototype, named BioSched system, whose main objective is
supporting dynamic and distributed scheduling for Manufac-
turing Systems with autonomic properties.
The system is developed in JADE (Java Agent DEvelopment
Framework) and Java. JADE is structured in order to sim-
plify and minimize the development of multi-agent systems
while ensuring standard compliance through a comprehen-
sive set of system services and agents in compliance with the
FIPA specifications. More information about JADE can be
found in http://jade.tilab.com/.
Initially BioSched’s behaviour will be analysed and illus-
trated under different dynamic scenarios on the resolution of
an instance of Lawrence [26] problems. Then the computa-
tional study will be extended in order to evaluate the global
BioSched’s performance.

A. Ant Colony Optimization

The ACO algorithm (Table 1) is a probabilistic technique
for solving computational problems which can be reduced to
finding good paths through graphs. This algorithm is a mem-
ber of ant colony algorithms family, in swarm intelligence
methods, and it constitutes some Meta-Heuristic optimiza-
tions. Initially proposed by Marco Dorigo [27] in his PhD
thesis. The first ACO algorithm is known as Ant System was
aiming to search for an optimal path in a graph; based on
the foraging behaviour of ants seeking a path between their
colony and a source of food. The original idea has since di-
versified to solve a wider class of numerical problems, and
as a result, several problems have emerged, drawing on sev-
eral aspects of the behaviour of ants [28]. After initializa-
tion, the Meta-Heuristic iterates over three phases: at each
iteration, a number of solutions are constructed by the ants;
these solutions could be then improved through a local search
(this step is optional), and finally the pheromone is updated
through evaporation and by increasing the pheromone levels
associated with a chosen set of good solutions.
The good results of ACO algorithms has made them appeal-
ing for applications in industrial settings [28].

B. Parameterization

In order to evaluate the performance of the developed sys-
tem, we have considered for experimental case study the
Lawrence’s La03 benchmark problem [26] which will be
subject to dynamic perturbations. The expected partial and
global events to test dynamism are shown in Table 2.

Table 1: Ant Colony Optmization Algorithm

Initialization: Set ACO parameters. Initialize pheromone trails
While termination criteria not met do

Construct Ant Solutions
Apply Localsearch (optional)
Update Pheromones

EndWhile
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Table 2: Global and Partial Events
Event Time instant Event type Job Value

Partial

75 Due date update T1 630
175 Priority update T3 3
200 Due date update T4 600
300 Priority update T8 5
375 Due date update T10 650

Global

50 Job cancelation T2
100 Arrival of new job T11 = T1
125 Job cancelation T9
350 Arrival of new job T12 = T5
450 Arrival of new job T13 = T10

In order to correctly evaluate the system behavior, we used
the system with and without the CBR module. The CBR
module is responsible to select a Meta-heuristic and self-
parameterize it, with minimal human interference. To get
results without CBR we have used ACO, with the follow-
ing parameters: stopping criteria of 100, evaporation rate of
80%, 25 ants, alpha and beta equal to 1.
The optimization measure used in this computational study
was the minimization of Weighted Tardiness (WT).

VI. Results Discussion

The obtained results are related from BioSched simulation
with and without CBR module, under four dynamic scenar-
ios: without dynamism, in the presence of partial events, in
the presence of global events, and in the presence of both
partial and global events (mixed events).
In figure 5 it is possible to analyze the obtained results by
WT minimization. BioSched system with the CBR module
encountered advantages in the presence of partial and mixed
events. In the presence of partial events, it was obtained the
3040 value with CBR, versus the 3514 value without CBR.
With mixed events, it was obtained the 6728 value with CBR
opposed to the 8606 value without CBR.
It is important to clarify the results in the presence of global
events. The significant deviation obtained is because, some-
times, jobs’ cancelation is not already possible, since those
jobs are already being processed, in the time instant of the
global event occurrence. It was what happened in the pres-
ence of global events, with CBR. The two jobs where not
cancelled, resulting in a deterioration of results (figure 5).
Another evaluation criterion under consideration was the sys-
tem’s utilization rate. These results are presented in figure 6.
This is a maximization criteria, so higher the value, better
it is. Analysing this results we can reach almost to the same
conclusions, concerning the improvement of system’s perfor-
mance by better use of resources.
From these obtained results we can understand that the sys-
tem’s performance with CBR improved while performing
real world events (partial and global events), which is the
real objective of the system. This appoints to the advantage
of given learning capabilities.
We also analyse the computational execution time on the dif-
ferent scenarios. These results are presented in figure 7. At
first sight, it is possible to notice the significant difference be-
tween the system without CBR and with CBR in the presence
of global and mixed events. This can be explained because
the CBR module used a more adequate parameterization.

Figure. 5: WT results

Figure. 6: Results of system’s utilization rate

Figure. 7: Results of execution time (in seconds)
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Considering all the obtained results (WT minimization, sys-
tem’s utilization rate and execution time) it is important to
highlight the advantages of using CBR in the presence of
mixed events. It achieved better results in an efficient man-
ner, what can be very important in real world scenarios,
where changes can often occur and fast responses are nec-
essary.
The computational study was extended for 10 instances of
academic problems selected from OR-Library [29] and it was
possible to reach almost the same conclusions.

VII. Conclusion

This paper presented a vision on the use of self-organization
methods as a promising concept to automate scheduling op-
timization. Manufacturing scheduling is traditionally elabo-
rated in a centralized manner and does not consider dynamic
adaptation to external perturbations. This paper envisage
the proposal of a Self-organized architecture for a Cooper-
ative Scheduling System considering that it must be able to
perform scheduling in highly dynamic environments where
changes often occur; modify previously formed schedules
considering recent dynamic information, minimizing the dis-
ruption of earlier schedules and still aiming for the most ef-
fective possible use of resources and achievement of goals
and provide flexibility to react robustly to any disruption in
an efficient and timely manner.
The obtained results showed that the proposed Autonomic
Scheduling System has potential to improve the system per-
formance mainly by combining robustness, efficiency, effec-
tiveness and autonomy.
Work still to be done includes the exhaustive testing of the
proposed scheduling system and proposed mechanisms un-
der dynamic environments subject to several random pertur-
bations.
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