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Abstract:  Decision making is indispensable to any optimiza- alternative use of that time [19]. We propose a formula to
tion in intelligent computing. In this study, we discuss a math- compute the cost of time under both synchronous and asyn-
ematical foundation for bilateral decision making under syn- chronous time constraint by introduction of opportunitgico
chronous and asynchronous time constraint. The problem on to its evaluation.

time constraint is to evaluate the cost of time or the value of Opportunity cost allows us to discuss strategic points unde
the entire duration of certain decision process. We propose a time constraint from the viewpoint of not heuristics butaat
formula to compute the cost of time by introduction of opportu-  nality. The subjects to time constraint rather than other fa
nity cost to its evaluation. We also propose two formulas on the tors often choose irrational strategies in their decisia@km
strategic points to minimize the cost of time for decision pro- ing [14]. Atypical irrationality under time constraint isdnd
cess. under synchronous or common time constraint and asyn- in a priori acceptance of the heuristic point of half time, but
chronous or uncommon time constraints. The proposed formu- not a strategic point for decision making to minimize cost
las contribute to accelerating time-sensitive decision making, in- of time. A number of solutions for optimization of decision

stead of the heuristic point of the half time. making explicitly or implicitly include the heuristic pdifn
Keywords: optimization, intelligent computing, decision making, their constraint management mechanisms [27].
cost of time, time constraint, asynchronous. Instead of the heuristic point, we propose two formulas on

strategic points under synchronous and asynchronous time
. constraint. First, we propose a formula on strategic points
. Introduction undersynchronous or common time constraint among deci-

In thi d di h ical foundation fotbil sion makers. The strategic points under synchronous time
n this study, we discuss a mathematical foundation fot-lla . \qi-aint are always located at the one-third entire @urat

gral deC'S'On, maklljng 'ur'1der sy;chrqnqug' and aszlnchronogﬁd the one-third remaining duration of decision process, i
time constraint. Decislon making is Indispensable 10 8o, of the heuristic point of half time. Second, we propose
optimization in intelligent computing. A generally accegt a formula on strategic points undasynchronous or uncom-

pomt ;%r d(.-:'C.ISIOI’\ making 'ha]; “m_e‘?r thg h"’;lf e;nrg Ql:qra— mon time constraint among decision makers. Strategic point
tion of decision process as a heuristic point for decisioRma, ,, o, asynchronous time constraint are located at the one-

INg. -I;he cqncgpt _0"_303 of time orl}/alue of thle entire dgra— third shorter entire duration and/or at the one-third skrae-
tion of certain decision prc;cesds allows us tl?’ ocasg alegic maining duration or at the one-third longer entire duratibn
point or a point or timing for decision making to miNiMize g sigion process in certain specific cases,specific ranges

s .C(.)St of tn_ne. .Strateg|c points apcglerqte tlme—se{asm of the ratios of shorter duration to longer duration of diecis
decision making, instead of the heuristic point of half time rocess

The community of optimization decision making in a variet e give brief definitions to following concepts which are in-

of implgmentatio_nse.g_, human-machine intelligent Systems, 4., e in this study, as below: First, decision makefs-n

for decision making [18.’ 29,2, 5.’ %1]‘ Not a Iarg_e number Ogﬂeral decision making have only two options to leave from
resgarche; have examined .deCISIOI’] mgkm_g utidercan- ._or to stay in decision process [6]; Second, bilateral denisi
straint or t!me stre_ss [16]. Time con;tramt is, however, d's'making has two types of games, among whichepeated
cpgsed n |r.1format|on.search strategies [30] and rea]{liene ame consists of some number of repetitions of some base
cision makm.g.of multl'—agents [15]. We have a]so dlscussggiame but asingle stage game is a non-repeated game [12];
_bllater_al decision makmg under synchronous_tlme Cor_mira'Third, the value ofyain in a game is subject to a certain hy-
in our introductory studies [21, 22, 23, 24]. This study ISMOpthetical wage rate of possible works which are taken by

tivated to give a general formula on bilateral decision mgki decision makers instead of their current tasks [1]. The hypo
under not only synchronous but also asynchronous time co

int125. 261 Th bl ; L Vi {letical wages are substitutable with prices of the indiaid
straint [25, 26]. The problem on time constraintis to & Y2 items which are available as objects of transaction or nego-

the cost of time as the value of the entire duration of Certallri'ation during certain decision process [3]. The gain takes

decision process [20]. Its well-known concept of computae, - of linear curve on its function [13]; And, Fourtkree
tion is opportunity cost which is the value of the next-best
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accessto information regarding any gain or the prices of indi- this study with our future work.

vidual items in decision process is indispensable to the-com

putation of cost of time [3]. Il. Formula

The cost of time in a repeated game is computed on the basis

of opportunity cost, because a single stage game always take this section, we give a formula to evaluate cost of timel, an
unique values on prices of its individual items, howeveg-a r then deduct from it two formulas on strategic points to min-
peated game does not [19]. Figure 1 describes the basic ideaze cost of time for decision process under synchronous
on the computation of opportunity cost in a repeated game land asynchronous time constraint, respectively.

using the prices of individual items in a single stage game:

Suppose that Group A gained $100 at 50 minutes during i&s Cost of Time

entire 150 minutes in a repeated game; Group B g'ained $2991y cost of time is equivalent to the additive of prices of

Yfdividual items which are available during certain demisi
rocess. Here, we simply define the cost of time under syn-
hronous time constraint, though its definition is applieab
the cost of time under asynchronous time constraint with-
t any limitation. We introduce two assumptions, as below:

game; Thus, Group A dismissed its opportunity of the larg
gain, here $200, so that its remaining time, here 100 mi
utes, was evaluated as equivalent to the same amount of t
monetary value, $200, as its opportunity cost. Thus, any oy,

Assumption 1 Any price of an individual item is always
given as a certain static valuein a single stage game;

Assumption 2 Any cost of time is in proportion to the ra-
tio of elapsed time to the entire duration of certain decision
Figure. 1: The computation of opportunity cost process.

portunity cost of time for acquiring certain gain is equest Assumptions 1 and 2 assure th_at prices_ of individ_ugl items in
to the additive of prices of individual items which are avail Single stage games and the entire duration of decision gsoce
able during certain decision process. are given as static values, respectively. _ o

We rely on following findings in behavioral sciences, espelVe give a formula to evaluate cost of time in single stage

cially, cognitive science, which are introduced as the Jimigames a&’,, as below:

tations to this study, as below: First, we introduce the findb —

ings intransitional games or the games of the decision mak- efinition 1 P

ing under time constraint. Decision makers under time con- Cly == Zpk 1)
straint do not always behave rationally in transitional gam T =

but behave more like real people to sometimes select irrgt. ¢ represents elapsed time in certain decision process, t €
tional strategies [4, 17, 7]; Second, decision makers und@; r is given as a certain static value to the entire duration
time stress are risk averse or conservative at lower rishsev of certain decision process, 7 € R; p;, represents a price of

[8]; And, Third, people under time stress face only two outthe k-th individual item from 1 to n in a single stage game, p
comesj.e, all or nothing, here, leave or stay, and are always R k, n € .

to account for certain equilibrium across any stage of their o )

games [9]. DeﬁmUon 1 assures that any cos.t of t!me is equwalept to the
We also apply an assumption oginforcement learning as a  9&in or th_e a_ddltlve of prices of |nd|V|du_aI_|tems which are
limitation to this study, as below: Decision makers are to bévailable in single stage games. The gain in a repeated game
aware of the information regarding the works of their envidl0€s not have its unique value in a variety of its next-best al
ronments, such as the gain and the cost of time through thé&rnatives so that we use opportunity cost for its compuitati
first decision making, however, they are to only carry it oufe identify the unique value. .

to their succeeding or future decision process [28]. We introduce two more assumptions, as below:

This study contributes to the computation of cost of time arsg . .
the formulation of strategic points under both synchrono sssumpuon 3 Any repeated game sto be expected to spend

and asynchronous time constraint, instead of the heurisfit Iegst the same duration of its previous game in its next

point. Especially, the proposed formulas are to minimiz&2™e
cost of time and to accelerate time-sensitive decision ma

ing which is indispensable to any solutions for optimizatio a certain equivalent value in its transition from a repeated

in intelligent computing. :
ame to a single stage game.
The remaining of this study is organized as follows. In Secg g 9e0

tion Il, we give a formula to evaluate cost of time, and deduckuppose that a repeated game transits into a single stage
from it two formulas on strategic points under synchronougame at the half time or the half entire duration; The new sin-
and asynchronous time constraint, respectively. In Sectigle stage game takes that same half time again so that both
I, we conduct a feasibility check on those formulas in theithe repeated game and the single stage game face a certain
applications to a case study. In Section IV, we give variousquivalent value at the half time= 7. Assumptions 1 to 4
analyses of the case study with the contributions and limitallow us to deduct a lemma on the gain in a repeated game
tions of the proposed formulas. In Section V, we concluderhich is to be a certain static valug; .

%Issumption 4 Any function on the cost of time always takes
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st. [-]is the floor function; | represents the possible timesTherefore, any strategic point under synchronous time con-
of repetitions of some base game to acquire the next-best giraint is always located at the one-third entire duratibn o

ternatives as opportunity cost.

decision process before the heuristic point of half time: Af

We give a formula to evaluate cost of time in repeated gamesr half time, decision makers have two options: leave from

using the lemma 1 a@(t), as below:

Definition 2
7' 1
Cy =17 o3 g 3)

B. Strategic Point Under Synchronous Time Constraint

Here, we give a formula on strategic point under synchronous = __
time constraint. Suppose that a repeated game transits intd”(t)
a single stage game at the heuristic point of half time, dis-

cussed as above. Decision makers in this gamsori ac-

or stay in the current decision process. The former option
allows them in the new process to scale down by half on the
duration of their decision process and to apply the function
on the ratio of gain to cost of time as described in Equation
(4). In this option, its function takes the following equti

Definition 4
rro_ T if Lot <3
P oy T elen Tasrsh
pPs 1 if 3 t
(6)

cept half time as their point for decision making. In thise&as The upper of Figure 4 describes that the function in the sec-

we give a function on the ratio of gain to cost of tmg’(%,
as below:

Definition 3
P" 27 H
cr. — LIJ't If 0§£§%7
ooy @
C B P? T :
® b=z dseif 1<t<i

@ @ ® o o £l Tia
0 Y3 Haif Time

Figure. 2. The function on the ratio of gain to cost of time,
C%): a repeated game transits into a single stage game at half

time

ond repeated game always takes its largest value 3.00 at the
two-thirds entire duration or the one-third remaining dioma
of decision process. Its peak is a strategic point to mirémiz

cost of time.
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Figure. 3: Strategic points after leave and stay

On the contrary, decision makers select the strategy to stay

Figure 2 describes that the function always takes its larges the current decision process and face two types of func-
value 3.00 at the one-third entire duration of decision 8sc tions: One function is the same with the above equation (6);
before the heuristic point, half time. Its peak is the stiiite The other function takes reverse or backward move from half
point to minimize cost of time. We prove this finding as aime to the point of the one-third entire duration of deaisio
theorem, as below: process. In this option, its function takes the followingiag

tion:
Theorem 1
P . Definition 5
arg max = lim = 3.00. 5 -
<t<3] Oy t=3+0 O © P 2 (1 <l 1). Q)
Chy Liml-—-t) 2777
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The lower of Figure 4 describes that the function in the sed®efinition 6
ond repeated game always takes the largest value 3.00 at the

27 t 1
two-thirds entire duration or the one-third remaining diara E3E; 0<:<3),
of decision process. Its peak is a strategic point to mirgmiz pa 1 P e f(t,%) (% < % < %),
cost of time. We prove this finding as a theorem, as below:@ D) C = i ] (B<t<u
Terl,r2 T En T =7
(l < z < 1).
Theorem 2 fJ = (=7
9)
T T
arg max lim = lim = 3.00.
& [L<t<1] C’(t) t—2740 C(t) t—21 -0 C’(Tt)
(8)
arg max —— = lim ——
g[égtg] Cit)  t-2+0 Chy
= T i 27 T =3.00
st (5 — %)
T8
> lim =-=267>---
t=5+0 Ct) 3 Figure. 4: Strategic point under asynchronous time con-
. 1
pr . ps 5 straint & = 1)
> lim = lim = — = 2.50;
t—3740 C’ ) t—>%*+0 C(st) 2
Figure 4 describes that the function of a specific case, here
arg max lim " :—; = i, takes its single largest value 2.70 at the one-third
[L<t<1 Ot ) t—=3—0 C(f) shorter remaining duration of decision process. Its peak is
5 strategic point to minimize cost of time. A strategic pomt i
= R T s— = 3.00 always located at the one-third shorter remaining duradfon
Lip(%uoﬂ (T F) decision process in the following range of the ratios of the
pr g shorter duration to the longer duration of decision process
> 115m o =3 2.67> .- 0 < :—i < % but for the two exceptions as below. First,
RO the function of the specific case, hej%e 1, takes its two
) pPr Ps 5 largest values 2.63 at the one-third shorter entire duratiml
> tjgg_o cr = t_}ljn_o C 5~ 2.50. the one-third shorter remaining duration of decision pssce
§ ®) respectively. Those two peaks are strategic points to mini-
o lim | T | = lim T | = 2.00. mize cost of time. Those ppints are always I(_)cated at the
t—2r40 2t —1T t—23r-0 T—t one-third shorter entire duration and the one-third shoete

maining duration of decision process in the following range
Therefore, another strategic point under synchronous tingg the ratios of shorter duration to longer duration of deci-
constraint is always located at the one-third remaining@dur sion process) < Ea— n € N < 1. Second, the
. .. . .. . T2 2n+1’ 3'
tion of decision process after the first heuristic point df ha

time and before the other heuristic point of half time in bothunctlon of other specific case, h g 24’ takes its sin-
. gle largest value 2.60 not at but close to the one-third short
single stage games and repeated games.

remaining duration of decision process. Its peak is a strate
gic point to minimize cost of time. A single strategic point

is always located not at but close to the one-third shorter re
Here, we give a formula on strategic point under asyrmaining duration of decision process in the foIIowing only
chronous time constraint. Suppose that each decision mak@fee cases of the ratios of shorter durat|on to longer dura-
has his or her individual uncommon entire duration of decition of decision processﬁ = 274, 50 19 We provide this
sion process. We introduce an assumption for simplificatiofinding as a theorem as below

of the computation on cost of time under asynchronous time

C. Srategic Point Under Asynchronous Time Constraint

constraint, as below: Theorem 3
Assumption 5 Any synchronization of the respective dura- arg max P—a arg max 1 P;T
tion of decision process is not to be expected or executed <t<n O, p<t<y 2 =, Ol
during any process of decision making.

1 pr 3 3 7 1
Assumption 5 assures that the function on the ratio of gain = 17 02 ca 3 + 9 T3
to cost of time under asynchronous time constraint takes the —25F reri,r2 () L271+0J
foIIowing equation on the basis of Equations (4), (6) and (7) v 1

re . 0l 2L T T2 (10)

) ( Vr2 724720719 37
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a L arg ma 1 Pr
I m = ar max —
[0<t<1] C(t) [o<t<1] 2 e Gy
. 1 P
= lim — -
t—>27—3*1+0¢$0 2 rerlrz o 7T(t)
L1
P S B R _
LTL{(Q%JFQ)?O}J {r' = 2% +a—-0)}
72 71 T 7T 7
i p—— S Fa R AT T
{(25+0)+0} 3
(12)

st. 71 < 72, 0 < a € R isgiven as a certain proper static
value.

Other two cases on the function follow similar theorems. In
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And,
P 1
= arg max —
[0<t<1] 2

Pe

arg max

[0<t<1] C&)

Ca
rerl,rz (1)

Pe

. 1
lim —
>zl 45+0 2

rere Crn
Tl
Lmﬂ(% +B) + 0}
I 2. <3 as)
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st. 71 < 72, 0 < B € R isgiven as a certain proper static
value.

+

In the other range of the ratios of shorter duration to longer
duration of decision proces§ < :—E < 1, a strategic point

of the one-third shorter entire duration of decision preces
is exceptionally accompanied with another strategic pafint
the one-third longer entire duration of decision process at

another range of the ratios of shorter duration to longer du-

ration of decision proces%, < :—; < @ a single strategic
point is always located at the one-third shorter entire titma

of decision process but for two exceptions. First, the fiomct
1
at, = V6

T2 3

6
= =7
Theorem 5
pPe 1 P
arg max —-— = arg max . "
[0<t<1] C(t) [o<t<1] 2 gl CT(t)
1 Pe 3 7l 6 1
= lim o = :f(%Jrl) (£<%<1).
7240 2 s G 2T 3 T

takes its two largest values 2.72 at the one-third

shorter entire duration and the one-third longer entiradur Theorems 3 to 5 describe that strategic points under asyn-
tion of decision process, respectively. Second, the fancti chronous time constraints are located at or close to the one-

1
T — £
atz, =2

2 takes its single largest value 2.67 not at but closthird shorter entire duration and/or at the one-third sévas-

to the one-third shorter entire duration of decision precesmaining duration or at the one-third longer entire but net re
The single strategic point is always located not at but clod8aining duration of decision process in the respectiveeang

to the one-third shorter entire duration of decision predes
the following range of the ratios of shorter duration to leng

. .. 1
duration of decision proces$,< Z; < 2.

Theorem 4

pe P2

1

i - pPr 3 +3 ™ 1
= lim = = - e
ti}TTI+O 2 Terl,r2 Cg(t) 2 7! L‘f"?)l‘l:‘iOJ
3 VTl \/6
- < — < —); 13
@ . 1 Pe
arg max = arg max —
[0<t<1] C( ) [o<t<1] 2 gl CT(t)
1 Pe | 3
= lim = aT =3-—= + =
t*>§+0 2 rert r2 CT(t) 72 |_7-?;7:|.10J 2
3+6 V6
= (7 =) (14)
2 T 3

of the ratios of shorter duration to longer duration of diecis
process. In the next section, we apply the above formulas on
cost of time and strategic points to a case study.

lll. Case Study

In this section, we apply the formulas on the cost of time
and the strategic point to the following case study for their
feasibility check.

Case The Multisearch Software Case is an introductory
practice for decision making in American business schools
[10]. That case is a business alliance game on a certain soft-
ware development between a developer and a company.
Participant record: We have three different groups for their
trial sessions. All eight participants of A and B, C and D, E
and F, and G and H constitute three separate groups 1 (A, B),
2 (C-D, E-F) and 3 (G, H), respectively:

« Those participants are divided in three groups, two sin-
gle parties of one-to-one players and a multi-party of
two-to-two players; And,

« Respective groups negotiate over a single case once, re-
spectively.
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Table 1: The results on the case study.

Sasaki

Company side

A&G

c&D

Developer side

B

E,F&H

Prices of individual itemsdutcomes)

1. Royalty to developer

10%, 4 years

8%, 5 years

2. Advance to developer $250,000- $150,000-
3. Promotion for sales $1,000,000- $1,100,000-
4. The additional to developer N/A $1,000,000- (5 years)

5. Commitment by developer to company

$300,000- (2 years)

$750,000- (5 years)

6. Developer’s independent gain

$150,000- /year after the 3rd year

N/A

Additive of 1 to 6

P! =$2,400,000-

P#2 =$3,700,000-

Entire duration given)

71 =120 minutes

72 = 160 minutes

Selection of strategy

Stay

Stay

Entire duration of decision process The developer accepts

3 to 6 months and the company does 3 to 4 months for the
release of their final product. The individual duration ofide
sion process is scaled down in practice to 120 minutes for A,
B and G and 160 minutes for C, D, E, F and H, respectively.
Elapsed time record The sessions took 50 minutes in
Group 1 of A and B, 95 minutes in Group 2 of C-D and E-F
and 50 minutes in Group 3 of G and H.

Prices of individual items. Table 1 describes the prices
of individual items in detail which are their negotiated -0ut Figure. 6: Group 2’s ratio of gain to cost of time (X: t (min-
comes. The estimated annual revenue from the sales of :
software product was given as $1,000,000 to those groups in
advance. The monetary value of stock option and pension
plan was negotiated and agreed as $300,000 in total am
those groups in practice.

O8sed its game at the point of 95 minutes, which was lo-
cated before the second heuristic point of half time of its
] ] remaining durationi.e., 120 minutes, but quite close to an-

IV. Discussion other strategic point of 107 minutes, as described in Figure

6. The ratios at 95 minutes were 1.68 F) on Equation
In this section, we discuss the applications of the proposeg) 213 (- 160 ) on Equatron (6) and 2.46
160)

formulas on cost of time and strategics point with their con 5795160 (95—
tributions and limitations. The primary issue is whethes th(".’ %) on Equation (7), respectively. The ra-
proposed formulas are to suggest any improvement in the di of 2.46 was smaller than the ratio of 3.00 at the strategic
cision process of respective groups regarding the restilts goint and even another ratio of 2.67 at its previous second-
the case study. best peak point.

Group 1 passed the first strategic point at 40 minutes and
closed its game at the point of 50 minutes, which was even
before the heuristic point of half time, 60 minutes, as de-
scribed in Figure 5. The ratio at 50 minutes was 2.40 (

Figure. 7: Group 3's ratio of gain to cost of time (X: t (min-

utes); Y: C{’; ): equation (9)
)

Group 3 passed the first strategic point at 40 minutes and
closed its game at the point of 50 minutes, which was before
the heuristic point of half time or the half shorter entire du

ration, 60 minutes, as described in Figure 7. The ratio at 50

Figure. 5: Group 1's ratio of gain to cost of time (X: t (min-
utes); Y ) equation (4)

: C’;l = %) That ratio of 2.40 was smaller than minutes was 2.27-( C; LJEJOF)O + Llé(?f —) Thatratio
(50)
the ratio of 3.00 at the strategic point and even anothew ratof 2.27 was the smaller than the ratio of 2.83 at the strategic
of 2.67 at its previous second-best peak point. point.

Group 2 passed the first strategic point at 53.3 minutes afidhe participants faced Equations (1) and (3) as their respec
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low. First, the monetary evaluation of cost of time allows
transparent decision making under time constraint. Second
strategic points allow decision makers to take advantafjes o
time resources more effectively, instead of the heurisiintp

of half time. Third, strategic points allow decision makers
mutually communicate on and to amicably synchronize their
duration of decision process for accelerating time-siaesit
decision making. The remaining limitations to this study
are found, as below: First, the proposed formulas still ac-

Figure. 8 The differentiated ratio of gain to cost of time C€Pt given initial values on prices of individual items; And

d P
before the half time (X: t (minutes); Y:Z% ): the differen-
tiation of Equation (4)

b g o
s WA

Figure. 9: Cost of time (X: t (minutes); YC|,)): Equations
(1) and (3);P!'¢ is given as 1

Second, strategic point for multilateral decision makimg u
der asynchronous time constraint is the next problem for our
future work.

V. Conclusion

In this study, we have proposed a mathematical foundation
for bilateral decision making under synchronous and asyn-
chronous time constraint. We discussed the problem on time
constraint and proposed formulas to compute cost of time by
introduction of opportunity cost to its evaluation undeni
constraint. We found strategic points which always exist at
or close to the one-third shorter entire and/or at the oird-th
shorter remaining duration or at the one-third longer entir
but not remaining duration of decision process in respectiv
ranges of the ratios of shorter duration to longer duration o
decision process. Strategic points accelerate timetsansi

tive functions on cost of time, as described in Figure 9. Herglecision making which is indispensable to any solutions for
A, B and G's gain as their negotiated outcomes or the addiptimization in intelligent computing, instead of the histic

tives of prices of individual items in their single stage g&m

point of half time. We have conducted the feasibility check

P's, was given as 1 so that C, D, E, F and H's gain in theipn the proposed formulas in their applications to a case/stud

single stage game was to be 1.54 $702:9%0) " The initial

In our future work, we would extend our proposed formulas

value on C, D, E, F and H’s cost of time was evaluated &g the multilateral decision making under asynchronous tim

larger than the initial value on A, B and G’s cost of time; Cconstraint and implement it in agent-based intelligent sys
D, E, F and H’s realized gain in their single stage games wasms.

larger so that their initial object for gain was evaluatedhas
larger than the initial object for A, B and G’s gain.
We discuss the elements on the selection of the strate
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