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Abstract: This paper explores the use of a series of Graph Embedding (GE) algorithms based on Neighborhood Discriminant Embedding (NDE) as a means to improve the performance and robustness of face recognition. NDE combines GE framework and Fishers criterion and it takes into account the Individual Discriminative Factor (IDF) which is proposed to describe the microscopic discriminative property of each sample. The tensor and bilinear extending algorithms of NDE are proposed for directly utilizing the original two-dimensional image data to enhance the efficiency. The common purpose of our algorithms are to gather the within-class samples closer and separate the between-class samples further in the projected feature subspace after the dimensionality reduction. Furthermore, another informative feature extraction method called Circular Pixel Distribution (CPD) is applied to enhance the robustness of the 2-D algorithm. Experiments with the Olivetti Research Laboratory (ORL) face dataset are conducted to evaluate our methods in terms of classification accuracy, efficiency and robustness.
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I. Introduction

Face recognition has been studied since the past few decades in the field of computer vision and pattern recognition. Face patterns are subject to changes in illumination, pose and facial expression, their distribution in the high dimensional face space is nonlinear and highly complex [29]. Therefore, the way how to extract the effective discriminative features from the original image (i.e. feature extraction) is the key issue of face recognition. And many algorithms have been proposed to attempt to solve this problem. Among them, Principal Component Analysis (PCA) [1] and Linear Discriminant Analysis (LDA) [2] are two classical linear appearance-based methods. PCA is an unsupervised method which attempts to preserve the global structure of the dataset in subspace by preserving the maximum variance of data vectors. While LDA takes the class labels into consideration and searches for optimal projection directions to maximize the between-class scatter and minimize the within-class scatter at same time. Then, the kernel trick is applied to enhance the classification ability of a certain linear method (e.g. KPCA [3] and KLDA [4]). Using these methods and other derived methods [5, 6], the original 2-D face image matrices must be transformed into 1-D image vectors at first. As a result, there are two inherent limitations in these algorithms: one is that the stretching destroys the geometrical property of image space which may include some essential features for classification; the other one is that the stretched vectors lie in a high dimensional space whose value far exceeds the number of samples (high dimension but small sample size - SSS [7, 8]). Furthermore, it takes much more time to extract features from such high dimensional data which results in the considerable computational complexity.

In order to solve above problem, an algebraic feature extraction idea that directly use the image matrix to construct the image scatter for optimal discriminant analysis is proposed by Liu [9]. Inspired by this idea, Yang [10] proposes the Two-dimensional PCA (2D-PCA) to improve the performance and computational efficiency. Two-Dimensional LDA (2D-LDA) [11, 12, 13, 14] is proposed on the base of LDA. Generalized Low Rank Approximations of Matrices (GLRAM) [15, 16, 17] bears a strong resemblance to 2D-PCA in principle. The difference is GLRAM using the bilinear transportation which seeks both the left and the right projection matrices in the process of dimensionality reduction.

In 2007, a general framework [18] has been devoted to unify the dimensionality reduction algorithms over the past few decades by a general formulation known as Graph Embedding (GE). Each algorithm can be considered as the direct graph embedding or its linear/kernel/tensor extension. Two-dimensional algorithm can be considered as a 2D tensor extension. For example, Two-Dimensional Maximum Margin criterion (2D-MMC) [19] is extended from Maximum Margin criterion (MMC) [20] and Two-dimensional discriminant locality preserving projections (2D-DLPP) [21] is based on locality preserving projections (LPP) [22]. These matrix-
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II. Review of Neighborhood Discriminant Embed-
NDE and Bilinear NDE

Given n d-dimensional samples which belong to c classes,
we construct two nearest-neighbor graphs based on these n
samples. They are the within-class nearest-neighbor graph
$G^w$ and the between-class nearest-neighbor graph $G^b$. $N_i$
 is the set consisting of k-nearest neighbor samples of the i-
th sample $x_i$, it can be separated as the within-class set $N_i^w$
and the between-class set $N_i^b$ ($N_i^w \cap N_i^b = \emptyset$, $N_i^w \cup N_i^b = N_i$). The Individual Discriminative Factor (IDF) is defined as follow:

$$
J_w(W) = \sum_{ij} ||y_i - y_j||^2 u_i u_j s_{ij}^w
$$

The within-class objective function is:

$$
J^w(W) = \sum_{ij} ||y_i - y_j||^2 u_i u_j s_{ij}^w = \sum_{ij} ||W^T x_i - W^T x_j||^2 u_i u_j s_{ij}^w
$$

where $W \in \mathbb{R}^{d \times D}$ is the transformation matrix (d, D are
the dimensions of the original sample and the reduced space, respectivelly) and $y_i = W^T x_i$ is corresponding point of $x_i$
after projection. $T^w, T^b$ are the within-class and between-
class discriminant penalty matrix , the elements of them are
$t_{ij}^w = u_i u_j s_{ij}^w, t_{ij}^b = u_i u_j s_{ij}^b$. The symbol "tr" denotes
the operation of trace of matrix; $X = [x_1, x_2, \ldots, x_n]$, $L^w = D^w - T^w$, $L^b = D^b - T^b$
are the within-class and between-class laplacian discriminant
penalty matrices; $D^w, D^b$ are the within-class and between-
class diagonal matrices, $d_{ii}^w = \sum_{j \neq i} t_{ij}^w, d_{ii}^b = \sum_{j \neq i} t_{ij}^b$, $S^w = X L^w X^T, S^b = X L^b X^T$ are the within-class and between-
class scatter matrices.
Graph Embedding Algorithms Based on Neighborhood Discriminant Embedding for Face Recognition

Therefore, we define the following within-class and between-samples separate farther. As a result, the high recognition rate is derived in the dimension-reduced feature subspace. Therefore, we define the following within-class and between-class matrix-based objective functions:

\[
\begin{align*}
\min J_w(W_l, W_r) &= \sum_{ij} \|Y_i - Y_j\|^2 t_{ij}^w \\
\max J_b(W_l, W_r) &= \sum_{ij} \|Y_i - Y_j\|^2 b_{ij}^w
\end{align*}
\]

where \(W_l\) is the left-multiplied matrix and \(W_r\) is the right-multiplied matrix, \(Y_i = (W_l^T X_i W_r) (X_i \text{ is the } i\text{-th image sample matrix, } Y_i \text{ is the projected matrix of } X_i, \text{the within-class discriminant penalty is } t_{ij}^w = u_{ij} s_{ij}^w \text{ and the between-class discriminant penalty is } b_{ij}^w = u_{ij} s_{ij}^w\). They can give the border samples extra weighting to gather the same class samples closer and separate the different class samples farther during the transformation from sample space to low-dimensional feature space.

The original image size is \(h \times l\) pixels, so \(X_i \in \mathbb{R}^{h \times l}\). Suppose the dimension of matrix after projection is \(h_y \times l_y\), therefore \(W_l \in \mathbb{R}^{h \times h_y}, W_l^T W_l = I_{h_y}, W_r \in \mathbb{R}^{l \times l_y}, W_r^T W_r = I_{l_y}\).

The basic idea of BLNDE is to find two optimal matrices \(W_l^*\) and \(W_r^*\) for Eqn. (7, 8).

\[
\begin{align*}
\min J_w(W_l^*, W_r^*) &= \sum_{ij} \|Y_i - Y_j\|^2 t_{ij}^w \\
\max J_b(W_l^*, W_r^*) &= \sum_{ij} \|Y_i - Y_j\|^2 b_{ij}^w
\end{align*}
\]

B. Bilinear Neighborhood Discriminant Embedding

For BLNDE [26], the optimal left-multiplied and right-multiplied matrices of image matrix are derived for bilinear transformation which can preserve the geometrical property of image space and extract the row and column correlations from image matrix. After dimensionality reduction, the local within-class samples gather closer and the between-class samples separate farther. As a result, the high recognition rate is derived in the dimension-reduced feature subspace. Therefore, we define the following within-class and between-class matrix-based objective functions:

\[
\begin{align*}
\min J_w(W_l, W_r) &= \sum_{ij} \|Y_i - Y_j\|^2 t_{ij}^w \\
\max J_b(W_l, W_r) &= \sum_{ij} \|Y_i - Y_j\|^2 b_{ij}^w
\end{align*}
\]

where \(W_l\) is the left-multiplied matrix and \(W_r\) is the right-multiplied matrix, \(Y_i = (W_l^T X_i W_r) (X_i \text{ is the } i\text{-th image sample matrix, } Y_i \text{ is the projected matrix of } X_i, \text{the within-class discriminant penalty is } t_{ij}^w = u_{ij} s_{ij}^w \text{ and the between-class discriminant penalty is } b_{ij}^w = u_{ij} s_{ij}^w\). They can give the border samples extra weighting to gather the same class samples closer and separate the different class samples farther during the transformation from sample space to low-dimensional feature space.

The original image size is \(h \times l\) pixels, so \(X_i \in \mathbb{R}^{h \times l}\). Suppose the dimension of matrix after projection is \(h_y \times l_y\), therefore \(W_l \in \mathbb{R}^{h \times h_y}, W_l^T W_l = I_{h_y}, W_r \in \mathbb{R}^{l \times l_y}, W_r^T W_r = I_{l_y}\).

The basic idea of BLNDE is to find two optimal matrices \(W_l^*\) and \(W_r^*\) for Eqn. (7, 8).

\[
\begin{align*}
\min J_w(W_l^*, W_r^*) &= \sum_{ij} \|Y_i - Y_j\|^2 t_{ij}^w \\
\max J_b(W_l^*, W_r^*) &= \sum_{ij} \|Y_i - Y_j\|^2 b_{ij}^w
\end{align*}
\]

where the symbol “\(tr\)” denotes the operation of trace of matrix. Then the final objective function is presented as following:

\[
(W_l^*, W_r^*) = \arg \max_{W_l, W_r} J(W_l, W_r)
\]

\[
(W_l^*, W_r^*) = \arg \max_{W_l, W_r} \{J_w(W_l, W_r) - J_b(W_l, W_r)\}
\]

1) Iterative Solution Algorithm

As both \(J_w(W_l, W_r)\) and \(J_b(W_l, W_r)\) have two forms: (a) and (b), so the final objective function also has two forms. Generally, the Iterative Solution Algorithm is widely adopted to solve this problem. The solution can be separated as following two steps:

First Step: Given \(W_l^* = (I_{l_y}, 0)^T\) (where \(I_{l_y} \) is \(l_y\)-dimensional identity matrix and 0 is \(l_y \times (l - l_y)\) zero matrix), then according to the form (a) of the final objective function, solve the optimal left-multiplied matrix \(W_l^*\).

Second Step: As \(W_l^*\) is already known from the first step, according to the form (b) of the final objective function, solve the optimal right-multiplied matrix \(W_r^*\).

Then, do iterative operation on above two steps, until stability results of \(W_l^*\) and \(W_r^*\) are obtained.

Observation on this algorithm, each step conducts Eigen-Decomposition on \(h\)-dimensional or \(l\)-dimensional matrix \((h, l \text{ is the height and width of original image}), therefore the computational complexity of each step is much lower than other vector-based approaches. Thus the times of iteration become the principal factor to the efficiency of algorithm. For this reason we give another Non-Iterative Solution Algorithm.

2) Non-Iterative Solution Algorithm

According to the experiments on the iterative solution of BLNDE, the highest recognition rate is obtained generally at 2 to 5 times. Afterwards with the increasing of loops, the recognition rate does not increase correspondingly but becomes irregular oscillation which means the optimal results are not convergent. Therefore Non-Iterative Solution Algorithm can be fulfilled and its key point is the choice of the initial condition.

In Iterative Solution Algorithm, \(W_r^* = (I_{l_y}, 0)^T\) is used as the initial condition generally. Therefore the generalized within-class scatter matrix \(M_w^R\) can be written as following:

\[
M_w^R = \sum_{ij} (X_i - X_j) W_r^T t_{ij}^w W_r^T (X_i - X_j)^T
\]

\[
= \sum_{ij} X_{ij}^T (I_{l_y}, 0)^T t_{ij}^w (I_{l_y}, 0) X_{ij}^T
\]
\[
\begin{align*}
\sum_{ij} & \left[ X_{ij}^1_{h \times t_{ij}} X_{ij}^2_{h \times (t_{ij})} \right]_{h \times t} \\
& = \sum_{ij} \begin{bmatrix} I_{t_{ij}} \Phi_{(t_{ij})} \end{bmatrix} t_{ij}^w \begin{bmatrix} X_{ij}^1_{h \times t_{ij}} X_{ij}^2_{h \times (t_{ij})} \end{bmatrix} \\
& = \sum_{ij} X_{ij}^1_{h \times t_{ij}} I_{t_{ij}} t_{ij}^w I_{t_{ij}} \sum_{i} (X_{ij}^1)^T_{l_{ij}} \\
& = \sum_{ij} t_{ij}^w X_{ij}^1_{h \times t_{ij}} (X_{ij}^1)^T_{l_{ij}} \\
\end{align*}
\]

where \( X_{ij} = X_i - X_j = \left[ X_{ij}^1_{h \times t_{ij}} X_{ij}^2_{h \times (t_{ij})} \right]_{h \times t} \).

According to Eqn. (12), \( M^R_w \) is just relevant to the first part of image matrix \( X_{ij} \). As a result, the input of original image information is incomplete. The rest part information is added in later through iteration. Therefore it is not the most efficient approach.

In this paper, we break the dimensional limitation of the initial value of \( W_r \in \mathbb{R}^{l \times l_v} \), and offer an expanded matrix for the initialization of \( W^*_r \).

\[
W^*_r = I_{l \times l} = \begin{bmatrix} I_{t_{ij}} \Phi_{(t_{ij})} \end{bmatrix} t_{ij}^w \begin{bmatrix} X_{ij}^1_{h \times t_{ij}} X_{ij}^2_{h \times (t_{ij})} \end{bmatrix}_{h \times t} 
\]

Consequently, \( M^R_w \) is written as following:

\[
\begin{align*}
\sum_{ij} & \left[ X_i - X_j \right] W^*_r t_{ij}^w T_r(X_i - X_j)^T \\
& = \sum_{ij} X_{ij} I_{l \times l} t_{ij}^w T_r \begin{bmatrix} X_{ij}^1 & X_{ij}^2 \end{bmatrix}_{h \times l} \\
& = \sum_{ij} \begin{bmatrix} I_{t_{ij}} \Phi_{(t_{ij})} \end{bmatrix} t_{ij}^w \begin{bmatrix} I_{t_{ij}} \Phi_{(t_{ij})} \end{bmatrix} \begin{bmatrix} X_{ij}^1 & X_{ij}^2 \end{bmatrix}_{h \times l} \\
& = \sum_{ij} \begin{bmatrix} (X_{ij}^1)^T_{l_{ij}} & (X_{ij}^1)^T_{l_{ij}} \end{bmatrix}\begin{bmatrix} X_{ij}^1 & X_{ij}^2 \end{bmatrix}_{h \times l} \\
& = \sum_{ij} t_{ij}^w X_{ij}^1_{h \times t_{ij}} (X_{ij}^1)^T_{l_{ij}} \\
& = \sum_{ij} t_{ij}^w X_{ij}^1_{h \times t_{ij}} (X_{ij}^1)^T_{l_{ij}} \\
\end{align*}
\]

\[
\begin{align*}
\sum_{ij} & \left[ X_i - X_j \right] W^*_r t_{ij}^w T_r(X_i - X_j)^T \\
& = \sum_{ij} \begin{bmatrix} I_{t_{ij}} \Phi_{(t_{ij})} \end{bmatrix} t_{ij}^w \begin{bmatrix} X_{ij}^1_{h \times t_{ij}} X_{ij}^2_{h \times (t_{ij})} \end{bmatrix}_{h \times t} \\
& = \sum_{ij} \begin{bmatrix} (X_{ij}^1)^T_{l_{ij}} & (X_{ij}^1)^T_{l_{ij}} \end{bmatrix}\begin{bmatrix} X_{ij}^1 & X_{ij}^2 \end{bmatrix}_{h \times l} \\
& = \sum_{ij} t_{ij}^w X_{ij}^1_{h \times t_{ij}} (X_{ij}^1)^T_{l_{ij}} \\
& = \sum_{ij} t_{ij}^w X_{ij}^1_{h \times t_{ij}} (X_{ij}^1)^T_{l_{ij}} \\
\end{align*}
\]

\[
\begin{align*}
\sum_{ij} & \left[ X_i - X_j \right] W^*_r t_{ij}^w T_r(X_i - X_j)^T \\
& = \sum_{ij} \begin{bmatrix} I_{t_{ij}} \Phi_{(t_{ij})} \end{bmatrix} t_{ij}^w \begin{bmatrix} X_{ij}^1_{h \times t_{ij}} X_{ij}^2_{h \times (t_{ij})} \end{bmatrix}_{h \times t} \\
& = \sum_{ij} \begin{bmatrix} (X_{ij}^1)^T_{l_{ij}} & (X_{ij}^1)^T_{l_{ij}} \end{bmatrix}\begin{bmatrix} X_{ij}^1 & X_{ij}^2 \end{bmatrix}_{h \times l} \\
& = \sum_{ij} t_{ij}^w X_{ij}^1_{h \times t_{ij}} (X_{ij}^1)^T_{l_{ij}} \\
& = \sum_{ij} t_{ij}^w X_{ij}^1_{h \times t_{ij}} (X_{ij}^1)^T_{l_{ij}} \\
\end{align*}
\]

According to Eqn. (14), using the expanded matrix as the initial value of \( W^*_r \), shown in Eqn. (13), all the elements of the original image matrix are involved which means the one-time input of overall image information at the initialization. According to the above improved initiation, the results of one-time iteration are used as the final optimal \( W^*_r \) and \( W^*_r \). Thus the computational complexity is significantly lowered. In addition, the experiments result in [26] demonstrate that the image features extracted by Non-Iterative Solution Algorithm have more effective ability to classification than the ones of Iterative Solution.

### III. Two-Dimensional Robust Neighborhood Discriminant Embedding

#### A. 2D Neighborhood Discriminant Embedding

NDE stretches the original image data into a vector at the beginning. In this situation the geometrical property of image space does not be taken into consideration, therefore some crucial information maybe lost during the transformation. In order to avoid the loss, Two-dimensional Neighborhood Discriminant Embedding (2D-NDE) is proposed as an image matrix-based algorithm which utilizes the similar idea of NDE.

Given \( n \) image matrix training samples and they belong to \( c \) classes. The original image size is \( h \times l \) pixels. \( X_i \) is the \( i \)-th samples, \( X_i \in \mathbb{R}^{h \times l} \). The projection is fulfilled through the right-multiplied transformation matrix \( W_r \), \( W_r \in \mathbb{R}^{l \times l_v} \), where \( l_v \) is the column number of the extracted image feature matrix after the projection, and \( Y_r = X_i W_r \in \mathbb{R}^{h \times l_v} \).

First, we give the expanded within-class objective function as follows:

\[
J_{w}(W_r) = \sum_{ij} \|Y_i - Y_j\|^2 t_{ij}^w (15)
\]

\[
\sum_{ij} \|X_i W_r - X_j W_r\|^2 t_{ij}^w
\]

\[
\sum_{ij} \|(X_i - X_j)W_r\|^2 t_{ij}^w
\]

\[
t_r(W_r) = t_r \sum_{ij} (X_i - X_j)^T t_{ij}^w (X_i - X_j) W_r
\]

where \( t_{ij}^w \) is the within-class connected weight defined in NDE, \( t_{ij}^w = u_{ij} u_{ij}^*, s_{ij} \).

Here in order to facilitate the solution, we define the expanded within-class discriminant penalty matrix \( T^w_E \), the expanded within-class diagonal matrix \( D^w_E \) and the expanded within-class laplacian discriminant penalty matrix \( L^w_E, T^w_E, D^w_E \in \mathbb{R}^{h \times h} \).

\[
T^w_E = \begin{bmatrix} T_{11} & \cdots & T_{1n} \\
\vdots & \ddots & \vdots \\
T_{n1} & \cdots & T_{nn} \end{bmatrix} = \begin{bmatrix} t_{11}^w I_h & \cdots & t_{1n}^w I_h \\
\vdots & \ddots & \vdots \\
t_{n1}^w I_h & \cdots & t_{nn}^w I_h \end{bmatrix}
\]

\[
D^w_E = \begin{bmatrix} D_{11}^w & 0 \\
\vdots & \ddots \\
0 & D_{nn}^w \end{bmatrix}
\]

\[
L^w_E = D^w_E - T^w_E
\]

where \( D_{ij}^w = d_{ij}^w I_h, d_{ij}^w = \sum_j t_{ij}^w \) which is the element of \( D_w \) defined in NDE.

Then equation (15) can be written as:

\[
J_{w}(W_r) = \sum_{ij} \|Y_i - Y_j\|^2 t_{ij}^w (19)
\]

\[
\sum_{ij} tr\{W_r^T (2X_i D_{ij}^w X_i^T - 2X_i T^w_E X_i^T) W_r\}
\]

\[
2tr\{W_r^T (X_i D_{ij}^w X_i^T - T_{ij}^w X_i^T) W_r\}
\]

\[
2tr\{W_r^T (X_i L_{ij}^w X_i^T) W_r\}
\]
where \( X_E = [X_1^T, X_2^T, \ldots, X_n^T], S_w^T = X_E L_E^w X_E^T \) which is the within-class scatter matrix.

Likewise, we can define the expanded between-class objective function as:

\[
J_b(W_r) = \sum_{ij} \|Y_i - Y_j\|^2 t_{ij}^b
\]

\[
= \sum_{ij} \|X_i W_r - X_j W_r\|^2 t_{ij}^b
\]

where \( t_{ij}^b = u_i u_j s_{ij}^b \), and we define the expanded matrices:

\[
T_E^b = \begin{bmatrix}
T_{11}^b & \cdots & T_{1n}^b \\
\vdots & \ddots & \vdots \\
T_{n1}^b & \cdots & T_{nn}^b
\end{bmatrix}
= \begin{bmatrix}
t_{11}^b, I_h & \cdots & t_{1n}^b, I_h \\
\vdots & \ddots & \vdots \\
t_{n1}^b, I_h & \cdots & t_{nn}^b, I_h
\end{bmatrix}
\]

\[
D_E^b = \begin{bmatrix}
D_{11}^b & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & D_{nn}^b
\end{bmatrix}
\]

\[
L_E^b = D_E^b - T_E^b
\]

and equation (19) can be written as:

\[
J_b(W_r) = \sum_{ij} \|Y_i - Y_j\|^2 t_{ij}^b
\]

\[
= tr\{W_r^T(2X_E^T D_E^b X_E - 2X_E^T L_E^b X_E^T)W_r\}
= 2 tr\{W_r^T(2X_E^T L_E^b X_E^T)W_r\}
= 2 tr\{W_r^T S_b^T W_r\}
\]

where \( S_b^T = X_E L_E^b X_E^T \) which is the between-class scatter matrix.

Hereby, the within-class and between-class scatter matrices have the same form with the ones in NDE which bases on the image vector. The final objective function model of two-dimensional neighborhood discriminant embedding (2D-NDE) is as follows:

\[
W_r^* = \arg \max_{W_r} J(W_r)
= \arg \max_{W_r} tr\{W_r^T S_b^T S_w^T W_r\}
\]

The solution of equation (25) is equivalent to the solution of Generalized Characteristic Equation [27]:

\[
S_w^T W_r = \lambda S_w^T W_r
\]

where \( w_i \) is the column vector of \( W_r \).

Usually \( S_w^T \) is a nonsingular matrix, we can work out directly by the Eigen- Decomposition of \( (S_w^T)^{-1} S_b^T \). We use the eigenvectors from the first to the \( t_p \)-th largest eigenvalue to compose a matrix, which is the optimal right-multiplied transformation matrix \( W_r^* \). As the dimension of \( S_w^T \) and \( S_b^T \) are much lower than \( S_w \) and \( S_b \) constructed by vector-based methods, the computational complexity is decreased significantly.

**Figure 1:** Here the process of CPD characterization is shown. The red large circle is the smallest circle which is able to cover eyebrows, eyes, noise and mouth. The integer \( R \) is an approximation of the radius of the smallest circle. The green small circle presents the centre. We sum the pixel value of the points of each circular to construct a \( R \)-dimensional vector.

**B. Two-Dimensional Robust Neighborhood Discriminant Embedding (2D-RNDE)**

Observed in the later experiments, 2D-NDE can achieve a considerable and comparable recognition accuracy at certain dimensional feature subspace, but cannot keep this accuracy across different dimensionality of the projected subspace. One of the reason maybe that 2D-NDE just considers the column correlation of the original image data. So that more geometrical property of the original image should be involved. Inspired by Circular Pixel Distribution (CPD), an improved algorithm, named as Two-Dimensional Robust Neighborhood Discriminant Embedding (2D-RNDE), has been proposed to enhance the robustness of 2D-NDE.

Every face image being analyzed has its own Circular Pixel Distribution which contains another kind of geometrical property and can be directly used as an additional feature. Fig. 1 shows the process of calculating CPD of face image. Circles were drawn around a certain centre of the face image, which is also the centre of the smallest circle that is able to cover eyebrows, eyes, nose and mouth. And an integer \( R \) is an approximation of the radius of the smallest circle. Around the centre we can build \( R \) circulars with the radius increasing one by one. We sum the pixel value of the points of each circular to construct a \( R \)-dimensional vector. In this way, all the pixels inside the smallest circle which covers main part of the face are involved into the vector construction. And this vector is directly applied as a supplement to the features extracted by 2D-NDE, then the new feature is used for classification. Combining 2D-NDE and CPD, 2D-RNDE can achieve better performance of robustness.

**IV. The experimental results and discussions**

**A. Compare 2D-NDE, 2D-RNDE with 2D-PCA**

In this section, we compare our proposed methods with 2D-PCA on ORL [28] database. The ORL (Olivetti Research Laboratory) face database consists of 400 face images (total
40 people and 10 samples per person). The images contain a certain amount change of light, different facial expression, facial details (glasses or no glasses), as well as a range of in-depth rotation. An example of ORL is shown in Fig. 2. For each individual, \( \xi = 3, 4, 5 \) images are randomly selected for training and the rest are used for testing. Nearest Neighbor Classifier is applied in this paper for classification. In order to reduce the random error and give a more objective evaluation of the performance of the algorithms, for each \( \xi \) we do 50 times random selection of the training set of samples and take the average accuracy as the final results. The radius of the smallest circle \( R = 35 \) in our experiments. Fig. 3 illustrates the comparison among 2D-PCA, 2D-NDE and 2D-RNDE on ORL in three cases \( \{\xi = 3, 4, 5\} \). Then the highest recognition rate and the corresponding number of image feature's column of them in each case are made into a table, shown in Table 1.

Table 1: Comparison of top recognition rate of 2D-PCA, 2D-NDE and 2D-RNDE on ORL

<table>
<thead>
<tr>
<th>Method</th>
<th>( \xi = 3 )</th>
<th>( \xi = 4 )</th>
<th>( \xi = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D-PCA</td>
<td>88.57%(6)</td>
<td>91.67%(6)</td>
<td>93.00%(7)</td>
</tr>
<tr>
<td>2D-NDE</td>
<td>92.14%(3)</td>
<td>93.75%(5)</td>
<td>94.00%(8)</td>
</tr>
<tr>
<td>2D-RNDE</td>
<td>92.86%(8)</td>
<td>93.75%(5)</td>
<td>94.00%(9)</td>
</tr>
</tbody>
</table>

In Fig. 3, it is very obvious that our proposed 2D-NDE and 2D-RNDE outperform 2D-PCA almost across all the values of dimensionality of the reduced space. 2D-PCA only uses the global geometric information of Euclidean space besides the column correlation. While 2D-NDE and 2D-RNDE inherit directly from NDE which is derived as the projected directions that preserve the local neighborhood structure on the data manifold of the face space. Meanwhile, benefiting from Graph Embedding and Fisher’s criterion, NDE can gather the within-class samples closer and separate the between-class samples farther in the projected space. As a specific 2D tensor extension of NDE, 2D-NDE takes into account the column correlation information and utilizes the image matrix directly, as a result the computational complexity and time-consuming are decreased and the classification accuracy is kept at the considerable level. However, 2D-NDE can achieve the high recognition accuracy at certain dimensional feature subspace, but cannot keep this accuracy across different dimensionality of projected subspace. Utilizing CPD, another kind of geometric property of face image is involved in our algorithm, 2D-RNDE can get the same accuracy as 2D-NDE but better robustness across the dimensionality of subspace.

B. Comparison among the NDE algorithms

We conduct a comprehensive comparison among NDE, BLNDE, 2D-NDE and 2D-RNDE on ORL face database, and compare NDE algorithms with other face recognition methods, based on these comparisons we can draw an objective evaluation on NDE algorithms.

Table 2: Comparison of top recognition rate of NDE algorithms on ORL

<table>
<thead>
<tr>
<th>Method</th>
<th>( \xi = 3 )</th>
<th>( \xi = 4 )</th>
<th>( \xi = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDE</td>
<td>91.5%(83)</td>
<td>94.6%(45)</td>
<td>96.2%(56)</td>
</tr>
<tr>
<td>2D-NDE</td>
<td>92.14%(3)</td>
<td>93.75%(5)</td>
<td>94.00%(8)</td>
</tr>
<tr>
<td>2D-RNDE</td>
<td>93.86%(8)</td>
<td>93.75%(5)</td>
<td>94.00%(9)</td>
</tr>
<tr>
<td>Iterative BLNDE</td>
<td>86.79%(13,10)</td>
<td>91.92%(13,10)</td>
<td>94.50%(13,10)</td>
</tr>
<tr>
<td>Non-Iter. BLNDE</td>
<td>92.03%(12,8)</td>
<td>94.08%(12,8)</td>
<td>96.00%(12,8)</td>
</tr>
</tbody>
</table>

Note: Values in parentheses are the corresponding feature dimension that the highest accuracy achieved, the maximum value of each column is in bold.

NDE and other four derived algorithms are compared on the ORL face database in three cases of the training sample set, shown in Table 2. In the case of insufficient training samples \( \{\xi = 3\} \), three samples of each class are randomly selected as the training sample set, 2D-RNDE achieved the highest correct recognition rate (92.86%). With the increase in the number of training samples \( \{\xi = 4, 5\} \), i.e. randomly selecting 4 or 5 samples from each class as the training sample set, NDE achieved the highest recognition rate, which are 94.6% and 96.2%. With the increase in the number of training samples, the accuracies of NDE algorithms have a corresponding increase, which is also consistent with the intuitive idea that the greater number of training samples can enhance the algorithm’s ability to classification.

In the case of insufficient training samples, the introduction of the column or bilinear correlation of face image matrix can enhance the correct recognition rate, therefore 2D-NDE, 2D-RNDE and Non-Iterative BLNDE have achieved better results than NDE. The introduction of CPD is even more helpful to improve the performance of 2D-NDE, including the accuracy and robustness. This shows that in case of the inadequate training samples, the method based on image matrix is more effective than image vector-based approach. With the increase in the number of training samples, NDE the method based on image vector can construct more complete high-dimensional manifold data structure of the local

---

Figure. 2: Example of the ORL database, 2 persons and each has 10 images.
neighborhood, while the image matrix-based approaches do not stretch the original image data to a high-dimensional vector, so they are not fully benefited from the more complete manifold structure. Therefore the accuracy of these approaches are not better than the image vector-based method. However, to compare the efficiency of algorithm’s implementation, the advantage of image matrix-based methods will be very obvious. For example, each sample of ORL is 112 × 92 face image, the vector for NDE to process will reach 10^4, and if we do 50 times randomly sample selecting experiment, the time consumption is calculated measured with hours. Meanwhile, the image matrix-based approaches can fulfill the same calculations in a few minutes. Specifically, the average time consumption of each algorithm is shown in Table 3.

### Table 3: Comparison of average time of 2D-NDE, 2D-RNDE and BLNDE (Unit: seconds)

<table>
<thead>
<tr>
<th>Method</th>
<th>2D-NDE</th>
<th>2D-RNDE</th>
<th>It. BLNDE</th>
<th>Non-It. BLNDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>6.87</td>
<td>8.36</td>
<td>12.52</td>
<td>7.07</td>
</tr>
</tbody>
</table>

### C. Compare the NDE algorithms with other 6 methods

We compare NDE algorithms with other face recognition approaches. In ORL face database, using five randomly selected samples of each class as the training sample set is considered as the compromise strategy between computing time and recognition rate, so we also used the same way to execute the following experiments. Comparison of NDE algorithms and six other algorithms is shown in Table 4.

### Table 4: Comparison of average time of 2D-NDE, 2D-RNDE and BLNDE (Unit: seconds)

<table>
<thead>
<tr>
<th>method</th>
<th>91.5%(49)</th>
<th>92.2%(39)</th>
<th>95.5%(46)</th>
<th>96.2%(56)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D-PCA</td>
<td>93.0%(7)</td>
<td>94.0%(12,8)</td>
<td>95.5%(40)</td>
<td>94.0%(8)</td>
</tr>
<tr>
<td>2D-LDA</td>
<td>96.0%(12,8)</td>
<td>96.0%(12,8)</td>
<td>96.0%(12,8)</td>
<td>96.0%(12,8)</td>
</tr>
</tbody>
</table>

Note: Percentages express the highest recognition rate of algorithms, and the value in parentheses represent the corresponding feature dimension, in which the two values mean the corresponding row and column of feature image. The maximum is in bold. BLNDE takes the Non-Iterative algorithm.

Actually, the nine methods in Table 4 can be classified according to different principles.

1. Classification according to prototype
   - PCA, LDA, 2D-PCA and 2D-LDA are based on Eigenfaces; LPP and 2D-LPP are based on LPP; NDE, 2D-NDE and BLNDE are based on NDE.

2. Classification according to 1D or 2D method
   - PCA, LDA, LPP and NDE are 1D methods based on image vector; 2D-PCA, 2D-LDA, 2D-LPP, 2D-NDE and BLNDE are 2D methods based on image matrix, in which 2D-LDA and BLNDE are bilinear methods.

3. Classification according to using Discriminant Analysis or not
   - PCA, LPP, 2D-PCA and 2D-LPP are without discriminant analysis, i.e. the algorithms do not use the class label of samples; LDA, NDE, 2D-LDA, 2D-NDE and BLNDE take use of the class label of samples and so that they are with discriminant analysis.

The nine methods can be compared according to the above three categories. For comparison, we use the inequality to compare two algorithms, for example, \( a \geq b \) means the accuracy of Algorithm \( a \) is greater than or equal to Algorithm \( b \). Comparison results are as follows:

1. \( NDE \geq LPP \geq LDA \geq PCA; BLNDE \geq 2D - LPP \geq 2D - LDA \geq 2D - PCA \)
2. $2D - PCA \geq PCA; 2D - LDA \geq LDA; 2D - LPP \geq LPP; NDE \geq 2D - NDE$

3. $NDE \geq LPP; LDA \geq PCA; BLNDE \geq 2D - LPP; 2D - LDA \geq 2D - PCA$

The above comparison can be summarized as:

1. Algorithm based on NDE $\geq$ Algorithm based on LPP $\geq$ Algorithm based on Eigenfaces
2. 2D methods $\geq$ 1D methods, except NDE
3. Algorithm with label $\geq$ Algorithm without label

Eigenfaces methods can retain the global structure of the training samples; LPP methods are to find the local geometric properties of the training samples; NDE methods combine graph embedding framework and the Fisher criterion to deal with within-class and between-class discriminative information separately. In the face recognition field, the local geometric properties may be more influential than the global structure, and the distinction within-class and between-class discriminant information of the local geometry can further improve the algorithm’s discriminative ability. 1D methods need to stretch the original face image matrix into vector, which often leads to high dimensional vector space, and the geometric properties of face image will be destroyed, a lot of information about the spatial structure will lost in the process as well. However those information may play a more important role in the search of the most optimal projection direction. By comparison, 2D methods can effectively avoid these shortcomings, thereby enhancing the ability of classification. NDE does not fully meet this principle, only in the case that the training sample is not sufficient ($\xi = 3$), $2D - NDE \geq NDE$.

Using discriminant analysis with class label is very effective for recognition problem, because the discriminant analysis methods are based on known class labels of training samples to construct the projection model, this approach can maximize the distance of between-class samples and minimize the distance of within-class samples, thereby enhancing the ability of the discriminant algorithm. According to the above analysis, the reason that higher recognition rate can be obtained by NDE algorithms is simple and intuitive. NDE methods combine graph embedding and Fisher criterion, take full use of within-class and between-class discriminant information of the local geometry, and consider the class labels using discriminant analysis.

V. Conclusions

In this paper, 2D-NDE was developed based on three techniques, i.e. Neighborhood Discriminant Embedding (NDE), matrix-based projection and discriminant analysis. Experimental results and comprehensive comparisons demonstrated that the above three techniques play active roles in enhancing the performances of algorithms for face recognition. Firstly, NDE is the foundation of 2D-NDE, which incorporates Graph Embedding and Fisher’s Criterion as well as including an Individual Discriminative Factor (IDF) as an individual property of each sample to describe the contribution to discriminant. Moreover, NDE is more effective than LPP and Eigenfaces in searching the optimal projection direction. Secondly, matrix-based projection does not need to stretch the original face image matrix into vector, so that it can avoid the destroying of the geometric properties of image and small sample size (SSS) problem. Thirdly, discriminant analysis is utilized to deal with the within-class and between-class discriminant information of local geometry separately, which can further improve the algorithm’s discriminative ability. Additionally, 2D-RNDE is proposed by employing Circular Pixel Distribution (CPD) to include extra geometric property of face image, and it leads to the enhancement of the robustness of 2D-NDE. The local information of underlying manifold structure, the between-class scatter and the within-class scatter, the column correlations of image matrix and circular pixel distribution are taken into consideration all-in-one. As a result, face recognition can be better conducted in the projected feature subspace after the dimensionality reduction. Experimental results on ORL face database demonstrate the effectiveness and robustness of our algorithms.
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