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Abstract: In real clinical trial there is no substitute for final
assessment of any disease independent of diagnostic test. Di-
agnostic hematology is a speciality that deals with the under-
standing of the essential pathological processes of the blood
through appropriate morphological or biochemical analysis.
Microscopic analysis of peripheral blood and bone marrow by
a hematologist are subjected to various shortcomings like inter
observer variations, slowness, operator experience and tired-
ness. Whereas biochemical tests, immunophenotyping, molecu-
lar probing etc are expensive for routine examination. Thus mi-
croscopic image analysis serves as an impressive automated di-
agnostic tool for hematological disorders i.e. leukemia, malaria,
psoriasis, AIDS etc. Acute Lymphoblastic Leukemia (ALL) is a
serious hematological disorder of blood which needs to be diag-
nosed early for faster cure. This paper introduces a compar-
ative approach to Acute Lymphoblastic Leukemia (ALL) de-
tection based on WBC nucleus image segmentation and mor-
phological analysis. Color based clustering is employed for seg-
regating various blood components and obtaining the nucleus
of the white blood cell. Further fractal geometry, contour sig-
nature and texture based techniques are employed for nucleus
feature extraction which leads to automatic leukemia detection
using a Support Vector Machine (SVM) classifier. The proposed
approach is validated with the collected blood microscopic im-
ages and satisfactory results have been obtained.
Keywords: Data Clustering, Acute Leukemia Detection, Hausdorff
Distance, Quantitative Microscopy, Blood Image Analysis

I. Introduction

Ailments which are marked by abnormal functioning of
blood cells or blood forming tissues are termed as hemato-
logical disorders [1]. Various disease conditions of the hu-
man body are reflected in blood and its components. Among
all, abnormalities of erythrocytes, leukocytes and platelets
are considered crucial and needs immediate medication. The
present work basically deals with diseases of white blood

cells (WBC) or leukocytes. Alterations in WBC can be neo-
plastic or non-neoplastic, one of the neoplastic disorder i.e.
leukemia is considered as our subject of study. Leukemias
are the neoplastic proliferations of hemopoietic cells. Spe-
cific genetical changes are responsible for malignant trans-
formation of cells and their progeny forming a clone of
leukemia cells. Leukemia can be understood as a hemato-
logical malignancy with increased numbers of myeloid or
lymphoid blasts. Leukemia can be acute or chronic depend-
ing on the severity of the disease. Practical classification
of leukemia is quite complicated and can be categorized on
the basis of morphologic findings, genetic abnormalities, pu-
tative etiology, cell of origin, immunophenotypic qualities,
and clinical characteristics. French, American, British (FAB)
classification and World Health Organization (WHO) classi-
fication are two widely used protocols for leukemia catego-
rization [2]. But both fundamentally divide leukemia’s into
myeloid and lymphoid types, depending on the origin of the
blast cell. In the present paper we have only considered acute
lymphoblastic leukemia (ALL) for our research.
ALL is the most common malignancy diagnosed in children
representing nearly one third of all pediatric cancers [3]. This
disease also affects adults, especially those above the age of
65 and older. The annual incidence of acute lymphoblastic
leukemia is approximately 9-10 cases per one lakh popula-
tion in childhood [4]. Leukemia diagnosis serves as a pillar
to all therapies, thus diagnostic tests are of utmost impor-
tance and need to be executed with precision. Single tests
i.e. morphological, cytochemical, immunophenotyping, cy-
togenetic and molecular genetic analysis or a combination of
two tests is performed on the lymphocytes for confirmation
and classification of leukemia. In spite of advanced tech-
niques i.e. fluorescence in situ hybridization (FISH) and oth-
ers morphology still remains the first choice of the hematol-
ogists for initial screening of ALL. Microscopic examination

International Journal of Computer Information Systems and Industrial Management Applications.
ISSN 2150-7988 Volume 4 (2012) pp. 477-485
c©MIR Labs, www.mirlabs.net/ijcisim/index.html

Dynamic Publishers, Inc., USA 

 



of blood smear is a low cost, preferred and reliable evalu-
ation technique which is essential for all suspected patients.
Other methods are employed for selective patients depending
on the phenotype results. Since aspiration biopsy is some-
times traumatic so it is avoided for initial screening purposes.
Thus in the present work automation of microscopic exami-
nation of blood smear is only considered for initial screening.
The orthodox way of evaluation of leukocytes using a micro-
scope is still prevalent across the globe. Human evaluation is
based on visual examination of the blood film based on their
clinico-pathological understanding and expertise [5]. Such
techniques are prone to perverted results because of inter and
intra observer variations and are also subjected to factors like
slowness, operator tiredness etc resulting erroneous interpre-
tation. An automated leukemia detection technique based on
image analysis is presented to assist the hematologist with
accurate and objective results for disease mapping.
Over years many researchers have focused on the develop-
ment of automated techniques that can model the human vi-
sion and analysis task into machine vision and recognition
task. The main thrust on all such techniques is to provide au-
tomatic image segmentation followed by feature extraction
and classification. These schemes mainly differ in their ba-
sic methodologies applied to WBC nucleus separation from
background. The segmentation techniques employed in ex-
isting literature can be broadly categorized as region based
or edge based schemes [6]. A two step segmentation pro-
cess using HSV color model is used in [7]. Cell segmenta-
tion using active contour models is presented in [8]. Color
segmentation procedure applied to leukocyte images using
mean-shift is described in [9]. Clustering techniques has
also been incorporated delicately in certain image segmen-
tation techniques [10, 11]. Active contour models (snakes)
and its variations has been explored successfully for WBC
nucleus segmentation [12, 13]. Morphological operators are
also used along with few other methods and also indepen-
dently for WBC background separation [14]. A performance
comparison between nine image segmentation techniques is
presented in [15], which concludes no single method can be
considered as bench mark for blood image segmentation. As
a general purpose segmentation method, feature space clus-
tering has the advantage that is straight forward for classifica-
tion [16]. Drawbacks associated with clustering algorithms
is to predetermine the number of clusters [6]. As per [17] se-
lection of color space is quite vital in color based clustering.
Segmentation of blood microscopic images serves as an es-
sential platform for disease diagnosis hence is an crucial step
in the entire automation process [18, 19]. Thereupon it was
concluded from existing literature study that the automated
leukemia detection process depends upon proper WBC nu-
cleus segmentation, feature extraction and classification.
The aim of the paper is to present WBC nucleus segmenta-
tion using color based clustering followed by feature charac-
terization and assessment of lymphoblasts. We characterize
each lymphocyte as a mature lymphocyte or a lymphoblast
based on WBC nucleus features i.e. hausdorff dimension,
contour signature and other existing standard features like
geometrical, textural and statistical. This approach will stim-
ulate better, faster and accurate diagnostic results. The main
focus of the paper is to study, simulate and analyze the re-

sults of various clustering algorithms for color based image
segmentation. The segmented nucleus was used for feature
extraction and the features were used as input for SVM based
classification of lymphoblasts. The rest of the paper is orga-
nized as follows. Clustering techniques for image data are
presented in section II. Section III describes the complete
framework of the proposed approach. The experimental re-
sults are presented in Section IV. Finally concluding remarks
are considered in Section V.

II. Data Clusterng

Clustering is an unsupervised classification of data patterns
into homogeneous groups or clusters. Clustering is a difficult
problem which has been addressed by various researchers in
diversified areas such as pattern recognition, data mining,
image processing, biology, psychology, and marketing etc.
This section provides an overview of widely used clustering
techniques from an image segmentation perspective. Popu-
lar clustering algorithms such as K-means, K-medoid, Fuzzy
C Means, Gustavson Kessel and Fuzzy Possibilstic C means
are discussed under two heads such as hard clustering and
fuzzy clustering.
K-means is a center-based clustering algorithm which is ef-
ficiently employed for clustering large databases and high-
dimensional databases. The objective of a center-based algo-
rithm is to minimize its objective function and is well suited
for convex shape clusters and fails drastically for clusters
of arbitrary shapes [20]. The conventional K-means algo-
rithm was first proposed by MacQueen (1967). This tech-
nique clusters the data into fixed number of clusters and the
mean of one cluster is placed as far away as possible from an-
other. Every data point is associated to the nearest mean and
belongs to one of the clusters [21]. Numerous variations of
similar theme are available in the literature which is usually
based on changing the dissimilarity or centering. K-medoid
is a similar clustering technique like K-means which tries to
minimize a squared error criterion but the cluster center is
chosen from the set of data points rather than mean. The el-
ement whose average dissimilarity to all the objects in the
cluster is minimal is selected as medoid of that cluster [22].
It is immune to noise and outliers hence more suitable than
K-means. Under fuzzy clustering we have Fuzzy C Means
(FCM) which was developed in 1973 by Dunn and improved
by Bezdek in 1981. In FCM each data point is associated
with every cluster using a membership function, which gives
degree of belongingness to the clusters. Gustafson Kessel
(GK) is a variation of FCM algorithm which associates each
cluster with a cluster centre and with a covariance matrix.
Original FCM implicitly considers each clustering data as
spherical, while GK technique is not subjected to such as-
sumptions and can also deal with non-spherical geometry of
data. Another important clustering technique is Possibilis-
tic C means (PCM). Problems are also associated with PCM
thus Fuzzy Possibilistic C means (FPCM) [23] is considered
here for improved image data clustering. In the present work
clustering algorithms like K-means, K-medoid, FCM, GK
and FPCM are employed for blood microscopic image seg-
mentation and comparative analysis is presented.
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III. Materials and Methods

Automatic leukocyte classification from blood microscopic
images consists of preprocessing, segmentation, feature ex-
traction and classification. The overall working principle is
depicted in Figure 1. The blood smear image consists of red
blood cells (RBC), white blood cells (WBC) and platelets.
The proposed method is based on color image segmentation
and our objective is to separate WBC from the background
and finally separate nucleus and cytoplasm. As per acute
leukemia is concerned the cytoplasm is scanty so we have
considered only the nucleus as the region of interest and its
essential features are extracted.

Figure. 1: System Overview

A. Blood Smear Preparation

Blood samples were collected at Ispat General Hospital,
Rourkela, India through randomization. Subsequently blood
smear is prepared and stained using Leishman for visualiza-
tion of cell components. The images were captured with
a digital microscope (Carl Zeiss India) under 100X oil im-
mersed setting and with an effective magnification of 1000.
Few images with permission from University of Virginia
were also considered for experimental purposes. The data
set is a mixture of lymphocytes and lymphoblasts. There are
100 images collected from Ispat General Hospital, Rourkela,
India and 8 images are collected from University of Virginia.
Manual segmentation was performed by Dr. Sanghami-
tra Satpathy, Hematologist, Department of Pathology, Ispat
General Hospital, Rourkela, India. Each hand segmented im-
age consists of nucleus, cytoplasm and back ground.

B. Sub Imaging

As peripheral blood smear images are relatively larger and
our region of interest (ROI) are single cells only so the sub
images are required to be cropped each containing a single
cell. For accurate leukemia detection each WBC nucleus
feature has to be extracted individually for classifying it as
a blast cell. Sub images containing single nucleus per image
are obtained using bounding box [24] technique. Conflict
arises in distinguishing a WBC and a RBC, which can be
solved using clustering and image morphology [25]. We use
simple K-means color based clustering to obtain all the blue
WBC nucleus of the entire image. Using image morphology
we obtain the centroid of each nucleus and a square image
is cropped around each nucleus such that entire cell will be
within the cropped sub image as shown in Figure 2. Again
remapping with the original image we can restore the color
components and color sub images are obtained and is shown
in Figure 3. Sub images containing lymphocytes only were
obtained and can be used for further processing. The images
of neutrophils, eosinophils, basophils are not considered for
feature extraction as they are not associated with lympho-
cytic leukemia.

Figure. 2: Initial K-Means Segmentation

Figure. 3: Cropped Sub Images

C. Preprocessing

Noise may be accumulated during image acquisition and due
to excessive staining. All the test images are subjected to
selective median filtering followed by unsharp masking [26].
Incorporation of adaptive threshold into the noise detection
process led to more reliable and more efficient detection of
noise. Minute edge details of the microscopic images are
perfectly preserved due to selective median filtering.

D. Color Conversion

Typically an image can be represented with the help of three
color components. Images generated by the digital micro-
scopes are usually in RGB color space which is visually diffi-
cult to segment. For better color based segmentation we map
the RGB image into L*a* b* color space. This color space
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consists of a luminosity layer L*, chromaticity layers a* and
b*. Since all the color information is in the a* and b* layers
we use these two components for nucleus segmentation.

E. Color based Clustering

Clustering technique is used to create 𝐾 clusters from 𝑛 ob-
servations. It attempts to achieve partition such that objects
within each cluster are as close to each other as possible, and
as far from objects in other clusters as possible [27]. Here
each pixel of an object has two values (a* and b*). Depend-
ing on these two values we classify each pixel into four clus-
ters. Here 𝐾 is considered as 4 because we want to segment
the entire image into four regions i.e. nucleus, cytoplasm,
RBC and background stain. Since we want to extract nucleus
features we have considered the cluster which contains blue
nucleus. This cluster is used to obtain the sub images con-
taining one nucleus per image. All the clustering algorithms
as described in Section II were used separetly for segmenting
the blood images.

F. Feature Extraction

Feature extraction in image processing is a technique of re-
defining a large set of redundant data, into a set of features of
reduced dimension [28]. In the present paper broadly three
types of features are extracted i.e. fractal dimension, shape
features including contour signature and texture. In addition
color features are also extracted from the nucleus image.

1) Fractal Dimension

Fractals have been used in medicine and science earlier for
various quantitative measurement [29, 30]. Perimeter rough-
ness of nucleus is an important measure that decides whether
a particular nucleus represents a lymphoblast or a mature
lymphocyte. Fractal geometry is a more convenient way to
parameterize the cell boundary surface in comparison to eu-
clidean geometry. Hausdorff dimension is an essential fea-
ture for fractal geometry and will be an essential quantita-
tive measure for cell boundary roughness measurement. The
procedure for Hausdorff Dimension measurement using box
counting method [31] is introduced below as an algorithm:

1. Each nucleus color (RGB) image is converted to gray
and successively to binary image.

2. Nucleus edge boundary is extracted using Canny [25]
edge detection technique.

3. A grid of 𝑁 squares is superimposed over the edges,
while counting the edge occupied squares.

4. Step 3 is continued for an increasing number of squares.

5. The Hausdorff Dimension 𝐻𝐷 may then be defined as
in(1).

𝐻𝐷 =
log(𝑁)

log(𝑁(𝑠))
(1)

where, 𝑁 is the number of squares in the superimposed grid
and 𝑁(𝑠) is the number of occupied squares or boxes (box
count). Higher HD signifies higher degree of roughness.

2) Contour Signature

Ill-defined or rough boundary is a significant feature for la-
beling a WBC nucleus as a blast cell. Along with the fractals
contour signature method is also followed to measure the ir-
regularity quantitatively. The nucleus boundary can be rep-
resented by a contour of dimension two. A better way of
irregularity measurement of the contour is converting from
coordinate based representation to distances from each con-
tour point or edge pixels to a reference point. Since most of
the nuclei have irregular shapes, centroid or centre of mass
can be taken as a a convenient reference. Euclidean distance
measurement from the centroid to the contour points is de-
scribed as follows:

1. Nucleus boundary pixel indices are obtained from the
edge image obtained during HD measurement.

2. Centroid coordinates of the nucleus region is calculated
using the relation as defined in Equation(2) and (3).

3. Euclidean distance is calculated from each boundary
pixel to the centroid.

4. To measure the irregularity of the nucleus boundary,
variance (𝜎2) of all the distances from the centroid ob-
tained in step 3 is calculated.

𝑥 =
1

𝑀

𝑀−1∑

𝑛=0

𝑥(n) (2)

𝑦 =
1

𝑀

𝑀−1∑

𝑛=0

𝑦(n) (3)

where (x,y) are the coordinates of the pixels along the con-
tour and M is the total no of pixels on the contour.

3) Shape Features

According to hematologist the shape of the nucleus is an
essential feature for discrimination of blasts. Region and
boundary based shape features are extracted for shape anal-
ysis of the nucleus. All the features are extracted from the
binary equivalent image of the nucleus with none zero pixels
representing the nucleus region. The quantitative evaluation
of each nucleus is done using the extracted features under
two classes i.e. region based and boundary based. The fea-
tures are as follows:

∙ Area: The area was determined by counting the total
number of none zero pixels within the image region.

∙ Perimeter: It was measured by calculating distance be-
tween succesive boundary pixels.

∙ Compactness : Compactness or roundedness is the mea-
sure of a nucleus as defined in (4).

𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑛𝑒𝑠𝑠 =
Perimeter2

𝐴𝑟𝑒𝑎
(4)

∙ Solidity : The ratio of actual area and convex hull area
is known as solidity and is also an essential feature for
blast cell classification. This measure is defined in (5).

𝑆𝑜𝑙𝑖𝑑𝑖𝑡𝑦 =
Area

𝐶𝑜𝑛𝑣𝑒𝑥𝐴𝑟𝑒𝑎
(5)
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∙ Eccentricity : This parameter is used to measure how
much a shape of a nucleus deviates from being circu-
lar. It’s an important feature since lymphocytes are more
circular than the blast. To measure this a relation is de-
fined in (6).

𝐸𝑐𝑐𝑒𝑛𝑡𝑟𝑖𝑐𝑖𝑡𝑦 =

√
a2 − 𝑏2

𝑎
(6)

where 𝑎 is the major axis and 𝑏 is the minor axis of the
equivalent ellipse representing the nucleus region.

∙ Elongation : Abnormal bulging of the nucleus is also
an symbol which signifies leukemia. Hence the nucleus
bulging is measured in terms of a ratio called elonga-
tion. This is defined as the ratio between maximum dis-
tance (𝑅𝑚𝑎𝑥) and minimum distance (𝑅𝑚𝑖𝑛) from the
center of gravity to the nucleus boundary and is given
by (7).

𝐸𝑙𝑜𝑛𝑔𝑎𝑡𝑖𝑜𝑛 =
Rmax

𝑅𝑚𝑖𝑛
(7)

where 𝑅𝑚𝑎𝑥 and 𝑅𝑚𝑖𝑛 are maximum and minum radii
respectively.

∙ Formfactor : It is a dimensionless parameter which
changes with surface irregularities and can be defined
as (8).

𝐹𝑜𝑟𝑚𝑓𝑎𝑐𝑡𝑜𝑟 =
4× 𝑝𝑖×𝐴𝑟𝑒𝑎

Perimeter2
(8)

G. Color Feature Extraction

Color is an important feature that hematologist perceive
while examining blood slides under a microscope. Thus
mean color values in RGB and HSV color spaces were ob-
tained for nucleus region of each lymphocyte. Healthiness of
a lymphocyte can be measured upto a certain extent through
this color information.

H. Texture Features

Nucleus texture measurements are performed on gray scale
version of the nucleus images. Gray level statistics i.e. mean
gray level ( 𝜇𝑔𝑟𝑎𝑦), standard deviation (𝜎𝑔𝑟𝑎𝑦) and coeffi-
cient of variance (CV) of nuclear gray levels are measured.
The gradient strength which signifies local rate of change in
gray levels is obtained using statistical parameters i.e. mean
gradient ( 𝜇𝑔𝑟𝑎𝑑), standard deviation of the gradient (𝜎𝑔𝑟𝑎𝑑)
and coefficient of variance of the gradient of nuclear gray
levels. Coefficient of variance (CV) is defined in (9).

𝐶𝑉 =
𝜎

𝜇
(9)

I. Densitometric Features

These features were computed from the co-occurrence ma-
trices for each nucleus image. This includes

∙ Homogeneity : It is a measure of degree of variation.

∙ Energy: Is used to measure uniformity.

∙ Correlation: This represents correlation between pixel
values and its neighborhood.

∙ Entropy : Usually used to measure the randomness.

J. Classification

Classification is the task of assigning a label from one of the
known classes to the unknown test vector. Since the pat-
terns are very close in the feature space, support vector ma-
chine (SVM) is employed for classification. SVM is a pow-
erful tool for data classification based on hyper plane clas-
sifier [32]. This classification is achieved by a separating
surface (linear or non linear) in the input space of the data
set. They are basically two class classifiers that optimize the
margin between the classes [33]. The classifier training al-
gorithm is a procedure to find the support vectors. Relevant
extracted features as described in Section III-F are used as
input to the SVM.

IV. Experimental Results

The clustering based segmentation approaches as discussed
in Section III and the other subsequent techniques has been
applied on 108 peripheral blood smear images to test the ef-
ficiency for leukemia detection. Visual segmentation results
are presented in experiment IV-A to compare the various
clustering based segmentation techniques. In experiment IV-
B we use two clustering validity index i.e. Global Silhou-
ette Index (SL) and Partition Index (SC), and computation
time as quality measure to compare the proposed segmenta-
tion techniques. Section IV-C presents the feature extraction
and classification results.

A. Experiment 1

Leukocyte image sample of size (128 × 128) as shown in
Figure 4 are mapped from RGB color space to L∗a∗b∗ color
space. The color information in the L∗a∗b∗ color space is
represented using two components (a ∗ and b∗) only. This
property of reduction in number of color features from three
to two can be utilized in accelerating color based cluster-
ing process. Thus a∗ and b∗ component for every pixel is
recorded and feature data set 𝑋 of size 16384 × 2 is pre-
pared. Each row of 𝑋 represents a data pattern and redun-
dancy among them was discarded. This concise form of 𝑋
with size 𝑁 × 2 serves as an input towards pixel labeling
problem through color based clustering. After successful
clustering, background including RBC are clustered into sin-
gle class whereas cytoplasm is considered in another class.
However the entire nucleus is represented in two different
clusters due to inconsistency in absorption of the staining
material. Various standard clustering schemes as explained
in Section II are simulated for obtaining the corresponding
individual clusters. Segmented results obtained from differ-
ent clustering schemes are presented in Figure 5 for a partic-
ular leukocyte image sample (Figure 4). Each column repre-
sents a particular cluster and each row of the image indicates
a particular clustering scheme. As we have four clusters so
the image indicates four cluster outputs for each clustering
scheme. As we have four clusters so the image indicates four
cluster outputs for each clustering scheme. Using cluster va-
lidity techniques the optimum number of clusters was found
to be four and hence the four cluster outputs of each tech-
nique is presented here. The third and fourth cluster images
were added to obtain the desired nucleus image as shown
in Figure 6. This image containing a single nucleus is used
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for various feature extraction followed by leukemia classifi-
cation. In the present work nucleus is only considered for
leukemia feature extraction and classification. However, the
cytoplasm which is obtained in the first cluster of each clus-
tering scheme can also be used as an indicator of leukemic
condition.

Figure. 4: Cell 1

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

(q) (r) (s) (t)

Figure. 5: Clustering results obtained by different clustering
techniques. K-Means (a-d), K-Medoid (e-h), FCM (i-l), GK
(m-p), FPCM (q-t)

Figure. 6: Desired Nucleus after adding cluster 3 and 4

B. Experiment 2

For quantitative evaluation of the segmentation techniques
the same image used in Section IV-A was considered for per-
formance evaluation. The input L*a*b* image is segmented
using all the clustering techniques separately as discussed in
section II. Performance time, Global Silhouette Index (SL)
and Partition Index (SC) for each color clustering technique
was measured for optimum number of clusters as four and is
tabulated in Table 1. Due to limited space clustering results
in terms of feature space separation for K-Medoid clustering
for the experimental image data is shown in Figure 8.

Figure. 7: Separeted Nucleus Sub Images using Bounding
box technique

Figure. 8: K- Medoid Feature Space Clustering Results

C. Experiment 3

After the nucleus image is obtained various features are ex-
tracted. Feature extraction was done using methods as pre-
sented in Section III-F over each nucleus. Initially we ap-
plied fractal geometry i.e. Hausdorff Dimension for cal-
culating the perimeter roughness of each nucleus using the
procedure explained in Section III-F.1. Figure IV-C shows
the nucleus and its boundary whose roughness is measured
using Hausdorff Dimension (HD). Table 2 and table 3 de-
picts hausdorff measurements for few lymphocytes and lym-
phoblast samples. Similar analysis was conducted on 50
samples (lymphocytes and lymphoblasts) each and it was
found that none of the lymphocytes had a HD larger than
1.22 and a large percentage of lymphoblasts had HD more
than this value. So this can be a suitable feature for leukemia
detection.
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Table 1: Clustering Performance with different techniques

Clustering Method Time Taken SL SC

Hard K-means 3.2344 0.1656 0.0308
Computing K-medoid 10.8281 0.15232 0.2741

FCM 2.2344 0.15723 0.2219
Fuzzy GK 3.6563 0.1848 0.2298

Computing FPCM 4.7502 0.1970 0.0114

Figure. 9: Nucleus Boundary Detection

As contour signature is also an important such measure,
hence this feature is extracted using the method as described
in Section III-F.2. The centroid of the nucleus contour is
determined using Equation( 2) and ( 3). Euclidean distance
between the centroid and boundary pixels is depicted in Fig-
ure 10. Variance of the distances of lymphocytes and lym-
phoblasts is measured as shown in Table 4 and Table 5 re-
spectively. This feature acts as a hard limiter to classify a
nucleus as healthy or leukemic. A threshold for variance fea-
ture is fixed as 0.02 for the given set of WBC samples. Sim-
ilarly the shape features were also measured using the rela-
tions given in Section III-F.3. Few shape feature comparison
between a mature lymphocyte and a lymphoblast is tabulated
in Table 6. Color and texture features are also extracted for
the image nucleus sample and recorded. Few densitometry
measurements are tabulated in Table 7. All the extracted fea-
tures are used to feed the SVM classifier for leukemia detec-
tion. Based on the above features a particular lymphocyte can
be classified as healthy or lymphoblastic(leukemic). Classi-
fication accuracy of 92% was observed for the given set of
images collected from IGH Rourkela, Odisha.

Figure. 10: Contour Signature

Table 2: Hausdorff Dimension measurement for lympho-
cytes

Sample Hausdorff Dimension

1. 1.0367
2. 1.0421
3. 1.0546
4. 1.0785
5. 1.0837

Table 3: HD Measurement for Lymphoblasts
Sample Hausdorff Dimension

1. 1.2018
2. 1.2386
3. 1.2345
4. 1.2540
5. 1.2601

Table 4: Contour Signature for lymphocytes
Sample Variance

1. 0.0024
2. 0.0083
3. 0.0160
4. 0.0093
5. 0.0179

Table 5: Contour Signature for lymphoblasts
Sample Variance

1. 0.0382
2. 0.0244
3. 0.0628
4. 0.0639
5. 0.0344

Table 6: Results of Various Shape Measurements
Measure Lymphocyte Lymphoblast

Area 2208 2715
Perimeter 186.1 208.3
Compactness 13.7 16
Solidity 1.0 1.0
Eccentricity 0.5 0.4
Elongation 1.4113 1.4181
Formfactor 0.2549 0.2504

Table 7: Results of Various Texture Measurements
Measure Lymphocyte Lymphoblast

Homogeneity 0.877 0.879

Energy 0.277 0.292

Correlation 0.832 0.779

Entropy 2.787 3.305

V. Conclusion and Future Work

Color based clustering for WBC nucleus segmentation of
stained blood smear images followed by relevant feature ex-
traction for leukemia detection is the main theme of the pa-
per. Few standard clustering techniques, viz., K-Means, K-
Medoid, Fuzzy C-Means (FCM), Gustafson Kessel (GK) and
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Fuzzy Possibilistic C Means (FPCM) were employed for
color based segmentation and their performance were com-
pared. The paper also presents two novel procedures for
measuring nucleus boundary irregularities using hausdroff
dimension and contour signature. Satisfactory results were
obtained for detecting leukemia with the proposed features
using SVM classifier. Furthermore the system should be ro-
bust to excessive staining and touching cells. Results ob-
tained encourage future works like stain independent blood
smear image segmentation and leukemia type classification.
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