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Abstract: Background subtraction is widely used for 
extracting unusual motion of object of interest in video 
sequences for various applications. In this paper, we propose a 
fast and flexible approach of object detection based on an 
adaptive background subtraction technique which also 
effectively eliminates shadows based on color constancy 
principle in RGB color space. This approach can be used for 
both outdoor and indoor environments. Our proposed method of 
background subtraction makes use of multiple thresholding 
technique for detecting object of interests for any given scene. 
Once the moving object has been detected from the complex 
background, then the shadows are detected and eliminated by 
considering some environmental parameters.  
 

Keywords: background subtraction, object detection, shadow 
removal, multiple thresholding, indoor and outdoor environment  
 

I. Introduction 

The detection of unusual motion is the ultimate goal in any 
surveillance system. This goal is achieved when the system has 
very low false detection rate. The task of automatic object 
detection is highly regarded for a variety of applications 
including video surveillance [1], remote sensing [2], crack 
detection in concrete pipe [3], under water object detection [4] 
and driver assistance systems [5]. 

One of the most common approaches in detecting and 
tracking targets in real time video applications is the temporal 
differencing (TD) technique [6]. In this approach, video 
frames are separated by a constant time δt and compared to 
find regions which have changed. While this technique is fast, 
it has limitations. For instance, tracking is impossible if there is 
major camera motion, unless a proper image stabilization 
technique is employed. This approach also fails if the object 
becomes obstructed or terminates its motion. Template 
correlation matching is another approach that falls into the 
temporal differencing approach. The drawback of this 
approach is that it requires that the object of interest's 
appearance remains persistent and thus, it is not robust to 
changes in object size, orientation or even changes in the 
lighting conditions. There are many variants on the TD method 
________________________________________________ 
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but the easiest is to take consecutive video frames and define 
the absolute variance. A threshold function is then used to 
determine the change. 

Other common methods are optical flow [7] and 
background subtraction [8] techniques.  Two-dimensional 
(2D) image motion is the projection of the three-dimensional 
(3D) motion of targets from the world coordinates to the 
corresponding image plane [9]. Arrangements of time-oriented 
captured images allow the assessment of the projected 2D 
image motion as discrete image displacements which are 
called the optical flow field or the image velocity field. Optical 
flow method has been used in motion recognition, object 
segmentation, time-to-collision and focus of expansion 
calculations, motion compensated encoding, and stereo 
disparity measurement [9]. In real world scenes, however, 
especially in the outdoor scenes, this restriction, i.e., stationary 
background often turns out to be impractical because the 
background scenes are not stable. In addition, optical flow 
technique is computationally costly and is inapplicable to 
real-time algorithms without specialized hardware [10].  

Background subtraction is a suitable method for detecting 
and recognizing foreground objects in the static background, 
[11]. Background subtraction method depends on 
environmental conditions. Two important criteria are: 

1) Dependency on illumination changes and unessential 
events, and 2) Dependency on background objects motion. 

In order to carry out foreground object detection and 
recognition even in a dynamic environment, two types of 
methods have been proposed: 1) using the motionless 
background model with an acceptable range of image 
differences at each pixel or local image area, and 2) using 
dynamically updated background model. 

Most of the methods under the first type set a permissible 
range according to the formulation of background variations 
(e.g., illumination variations) [12, 13], or according to the 
statistical analysis of training samples of background images 
[14, 15]. A proper threshold value should be set so that, when a 
pixel value or local image pattern is mapped outside or greater 
than of this value, it is detected as a foreground object or 
labeled as a background otherwise. As a result, the detection 
sensitivity decreases for those pixels have a wide range of  
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(a) Reference Frame (RF) (b) Sample Frame (SF) 

 
(c) After background subtraction (pixel to pixel) 

Figure 1.  Background subtraction without environmental 
considerations. (a) shows the reference frame, (b) shows the 
sample frame, and (c)shows background subtraction results. 

possibility. This issue can be overcome by extending the 
feature space dimension. However, this is not practical since 
this approach needs many background images for training and 
modeling the high-dimensional space. Existing background 
subtraction methods may require additional algorithms to 
overcome outliers or unwanted moving objects. For example, 
in the case of forest fire detection, the goal is to differentiate 
between the fire and the rest of the background. In this case, 
possible outlier could be movement of leaves or movement of 
animals whose skin color has some similarity to the color of 
fire. To solve such variation of patterns in the color or shapes, 
technique such as monitoring and tracking the area of 
concerned overtime has been suggested. In this case special 
filters and training method to recognize fire as the object of 
interest would be applied [16].This process is usually 
time-consuming and complicated. Then, there is another 
problem of shadow. Shadow is another challenging problem in 
object detection and recognition as it contributes to error. 

The method proposed in this paper is a robust background 
subtraction method for various illumination and motion 
conditions. This method has been developed to work for both 
indoor and outdoor scenes. The technique consists of two 
kinds of operation, one for removing the stationary 
background and the other is for removing shadows. Each 
operation consists of several components that take into account 
some environmental conditions. This paper is organized as 
follows: section two describes a technique for outdoor 
environment while section three tackles the indoor 
environment. 

(a) RF the 30th frame (b) SF the 60th frame 

Figure 2.  Green background scene. (a) Reference frame 
taken at 30th frame, (b) Sample frame taken at 60th frame. 

In this section also a technique for shadow removal under 
indoor conditions is provided. Experimental results are 
presented in section four. Section five provides some ongoing 
and future works and finally section six concludes this paper. 

II. Outdoor environments 

An example of outdoor moving object is shown in Fig. 1 
which consists of a reference (RF) and a sample (SF) frame 
(Fig. 1a and 1b respectively). Outdoor scene usually involves 
many small unwanted moving objects. Hence, direct intensity 
pixel by pixel background subtraction is not recommended. 
Implementing background subtraction in such a brute-force 
method which converts the color image from RGB color 
format to Gray level format and then show the result in a 
binary representation could result in many useful information 
being missed and at the same time many unwanted outliers 
being detected. This scenario is illustrated in Fig. 1c where the 
result of background subtraction is shown without considering 
environmental conditions such as variation in the sky 
illumination or wind. 

Without loss of generality, let’s assume that camera is 
looking into a park or in the area which is covered by trees or 
grass as shown in Fig. 2. Changes in position of leaves and 
bushes due to any external forces such as wind will lead to a 
false detection of a new object in the extreme case, or produce 
lots of noise spots in a less extreme case. These problems can 
also occur when there are changes in the illumination. In this 
case, we will see different intensity values in the affected 
region between the RF, Fig. 2a, and SF, Fig. 2b, as indicated in 
Fig. 2.After analyzing nearly 1000 video sequences, it has 
been found that intensity fluctuations for each Red, Green and 
Blue channels differ most of the time.  

Table I shows changing of intensity values for a number of 
points indicated in Fig. 2a and Fig. 2b. The marked points in 
this figure belong to two different categories, the sky areas (A, 
C, and D) and the green areas (B, E, and F). As an example, 
consider point E which is located in the green area. The values 
of the RGB channels in RF changed from 123, 121, 93 
respectively to 126, 124, 94 respectively although the mixture 
of the three colors still remains brownish green because of 
little change in luminance within 30 frames. However, looking 
at point D (sky area), the value for Red any pixel in SF belongs 
to the background where its difference from the corresponding 
pixel in RF does not exceed the critical values. From our 
experiment and analysis channel has changed drastically while 
values for Green and background subtraction mechanism be  
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Table I, Pixel values fluctuation based of RGB channels 

Number 
Intensity value of 

specific pixels in 30th 
frame 

Intensity value of 
specific pixels in 60th 

frame 

Color R G B R G B 

A 247 255 255 249 255 255 

B 77 95 70 90 109 93 

C 254 255 255 253 255 255 

D 246 255 255 205 255 255 

E 123 121 93 126 124 94 

F 121 112 105 171 188 213 

 
performed on each of the RGB channels between the RF and 
SF. We propose that Blue channels maintained. Because of 
this, we propose the of almost 1000 video sequence, we found 
that in more than 90% of the cases the critical values stay 
within the range from ±29 to ±32. However, these ranges are 
not suitable for sky areas or, in generally, bright areas. The 
pseudo code for this green area removal is given below. 

 
For i=1 to Image_Height 

      For j=1 to Image_Width 

   If   (R RF
ij -29 <R SF

ij<R RF
ij+29) AND  

                  (G RF
ij -29 <G SF

ij<G RF
ij+29) AND 

                  (B RF
ij -29 <B SF

ij<B RF
ij+29) 

            Then 

      P SF
ij belongs to back ground 

            Set 

             P SF(i, j, R) =0; 

             P SF(i, j, G) =0; 

             P SF(i, j, B) =0; 

            End 

      End 

End 

Note: PSF(i,j,C) stands for the sample frame pixel values at 
position (i,j) and C is the color component either red, green, 
or blue. 

Besides, Fig. 3 shows the result of such removal. Figure 3a 
is the SF with respect to RF in Fig. 2a while Fig. 3b presents 
the results of employing the operation for removing stationary 
background (green area). To remove the sky area, the 
histogram for each channel after the green area is removed is 
analyzed. Figure 4 shows the histogram for Fig. 3 for each of 
the three channels. From the resulting histograms (see Fig. 5), 
we found that the sky area constitutes all pixel values above 
190. Hence, by classifying all pixels above 190 for each of the 
three channels as the sky region, we can remove this sky region  

   

(a) Red channel (b) Green channel (c) Blue channel

Figure 3.  Resulting image in respective channels (4a) Red, (4b) Green, (4c) Blue. 

   

(a) Histogram for Red channel (b) Histogram for Green channel (c) Histogram for Blue channel 
Figure 4.  Resulting histograms in respective channels (a) Red, (b) Green, (c) Blue. 

 

Number of Red pixels= 19878 Number of Red pixels= 35858 Number of Red pixels= 40760 
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(a) SF 
(b) After removal of green 

area 
Figure 5.  Green background removal (a) Before the removal, 

(b) after the removal. 

 
Figure 6.  SF after 

implementing the sky 
removalalgorithm 

Figure 7.  SF after 
implementing Median Filter 

from the SF. Figure 6 shows the result for this sky removal is 
given below. 

We noted that there are still some spurious noises present in 
the image, but this can easily be removed by applying a median 
filter. This is shown in Fig. 7. We also noted that the reference 
background needs to be updated from time to time especially if 
the monitoring is from morning to evening. Any of the 
available method for updating the background can then be 
applied. Then, the next stage is to tackle the shadow problem. 
We defer our discussion on this shadow removal in the indoor 
environment background subtraction section. Figure 8 
illustrates procedure of implementing the operations on 
removing both the green and the sky area. 

 
The pseudo code for this sky removal is given below. 
 

For i=1 to Image_Height 

      For j=1 to Image_Width 

            If 190 < R SF
ijAND 

                  190 < G SF
ij AND 

                  190 < B SF
ij 

            Then 

                  P SF
ijbelongs to sky 

            So 

                  P SF (i, j, R) =0; 

                    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.  Flowchart for removing background in outdoor 
scenes 

           P SF (i, j, G) =0; 

       P SF (i, j, B) =0; 

            End 

      End 

End 

III. Indoor environments 

In the indoor environment, moving object misclassification 
due to shadow is one of the major problems. In general, 
shadows are of two classes: self and cast shadows. A 
self-shadow occurs in the portion of an object which is not 
illuminated by direct light. A cast shadow on the other hand is 
the area projected by the object in the direction of direct light 
[17]. There have been many approaches proposed to tackle this 
problem. In one work reported by Chien et. al.,once the 
difference between two consecutive frames is computed and 
thresholded, the spatial and temporal information is applied to 
tune the boundary, hence the rough location and shape of 
objects can be detected [18]. In another approach by Fuyuan et. 
al., the background is modeled and adaptively updated in Hue 
Saturation Intensity (HSI) color space. Detection errors are 
dealt with motion continuity and velocity consistency. Finally, 
cast shadows are removed by the generic properties of 
luminance, chrominance and gradient density [19]. 

After analyzing many indoor video frames, we found that 
light reflection from the wall and cast shadow are two 
important problems. To overcome these problems and 
therefore to be able to detect the object of interest correctly, we 
proposed multi-thresholding technique to every frame.  

Start 

R RF 
ij -29 < R SF 

ij 
& 

R RF 
ij +29 > R SF 

ij 

GRF 
ij -29 <GSF 

ij 
& 

GRF 
ij +29 >GSF 

ij 

BRF 
ij -29 <BSF 

ij 
& 

BRF 
ij +29 >BSF 

ij 

AND 

False 

True Background 

190 < R SF
ij 190 <GSF

ij 190 <BSF
ij

AND 

False 

True Sky 
Object 
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Figure 9.  SF in the indoor 
area 

Figure 10.  Result after 
subtraction 

 

Figure 11.  Separate 
subregions for lower 

Mid-Shape region 

Figure 12.  Final result 

 

Figure 9 shows an example of person walking in a library 
and Fig. 10 shows the result of using the proposed background 
subtraction technique. As can be seen, the shadow appears in 
the lower part of the body because in most cases the light 
sources are placed either on the ceiling or on the wall. To 
remove shadows attached to bottom part of the object, the first 
step is to find the middle position of the object of interest for 
every frame. These can be achieved using equation (3). 

 

2

Max(y)Min(y)
Y)Mid_Shape(


  (1) 

2

Max(x)Min(x)
X)Mid_Shape(


  (2) 

Y))Mid_Shape((X),(Mid_ShapeMid_Shape   (3) 

Using this position, the object of interest is divided into two 
parts: upper Mid-Shape region and lower Mid-Shape region. 
The upper region is thresholded using similar algorithm as for 
the outdoor environment. For the lower region, it is further 
divided into three sub regions labeled as A, B and C as shown 
in Fig. 11. For each part, a different threshold value is used. It 
is worth noted here that the area close to the ground normally 
has more effect on the self and cast shadow. Thus, the 
threshold value for this area C should be greater than the other 
two areas. From our experiments, region A is defined as all 
pixels lie in between the Mid-Shape horizontal line and 2/3 of 
the Mid-Shape line (with respect to the ground), likewise 
region B is defined as all pixels lie in between 2/3 of the 
Mid-Shape line and 1/6 of the Mid-Shape line, and finally 

region C is for all pixels in between 1/6 of the Mid-Shape line 
and ground (Note: ground line is the lowest value of Y 
coordinates of the detected object– see Fig. 11), Fig. 12 shows 
how the shadow of the moving object mainly in sub regions B 
and C has been removed. Based on the experiments in cases 
which a group of people are located together, object is small 
due to being far from camera, or the positions of light sources 
are located oriented respect to the object of interest and near 
that dividing lower region of Mid-Shape in to five parts is 
useful. Therefore, the maximum value of thresholded for sub 
regions A, B, C, D, and E is 65 (for sub region E) and the 
minimum value is 33 (for sub region A). We set up our 
divisions as part A from Mid-Shape horizontal line and 3/10 of 
the Mid-Shape line, B from 3/10 Mid-Shape and 6/10 of the 
Mid-Shape, C from 6/10 Mid-Shape and 8/10 of the 
Mid-Shape, D from 8/10 Mid-Shape and 9/10 of the 
Mid-Shape, E the rest of object.  

 
The Pseudo code for multiple thresholds is presented as 

follow:  
 

Subregion A: Mid_Shape to (2× Mid_Shape)/3 
Subregion B: (2× Mid_Shape)/3 to Mid_Shape/6 
Subregion C: Mid_Shape/6 to ground 
 

Find the Mid-Shape 
Divide the lower part into three regions 
If points belong to the above of the Mid-Shape  
      Then Use normal threshold 
Else       

If points belong to sub region A 
If   (R RF

ij - 33 <R SF
ij<R RF

ij+33) AND  

  (G RF
ij - 33  <G SF

ij<G RF
ij+ 33) AND 

   (B RF
ij - 33  <B SF

ij<B RF
ij+ 33) then 

P SF
ijbelongs to background thus set 

P SF (i, j, R) =0; 

P SF (i, j, G) =0; 

P SF (i, j, B) =0; 

End 
End 
If points belong to sub region B 

If   (R RF
ij - 45 <R SF

ij<R RF
ij+ 45) AND  

        (G RF
ij - 45 <G SF

ij<G RF
ij+ 45) AND 

        (B RF
ij - 45 <B SF

ij<B RF
ij+ 45) then 

    P SF
ijbelongs to background, 

End 
End 
If points belong to sub region C 

If   (R RF
ij – 65 <R SF

ij<R RF
ij+ 65) AND  

(G RF
ij – 65<G SF

ij<G RF
ij+ 65) AND 

(B RF
ij – 65 <B SF

ij<B RF
ij+ 65) then 

P SF
ijbelongs to background 

End 
End 

End 
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IV. Experimental results 

This section presents results of applying the proposed 
methods onto different scenes with different backgrounds. In 
Fig. 13a, an infrared VGA CCTV camera was used for the 
security purpose and the detected object is shown in Fig. 13b 
(the object is also been zoomed in). The implementation of the 
“green” area and sky area removal algorithms successfully 
detected the moving object. Median filter was further applied 
to clean up the result as shown in Fig. 13b. Fig. 14a shows an 
outdoor environment taken also by an infrared camera in 
which object of interest located in 15meters far from the 
camera which is installed at the top of building. Figure14b 
shows the result of applying the proposed method. Besides, 
Fig. 14b illustrates this technique works fine in situations 
which object of interest is so small or becomes small due to a 
far distance from camera. Fig. 15a shows a similar scene as in 
Fig. 13 except that the camera used was the normal VGA 
CCTV camera. Note the presence of a strong shadow of the 
moving person because of light sources and reflection of light 
from floor. Fig. 15b shows that our proposed method not only 
able to detect the desired moving object but also able to 
remove the shadow of the person. Figure 16 shows another 
capability of our method. In this scene, a camouflaged soldier 
is not easily detected by the human eyes. Nevertheless, our 
method is still able to detect the moving soldier free of any 
dependency on texture based algorithm, [20]. Despite the 
methods are just configured for removing background under 
the mixture of varying illuminations [21 and 22], Fig. 13 and 
15 as well as 16 illustrate that this method can overcome on the 
problem of changing in illumination in the scene and is able to 
eliminate shadows after removing background without 
complicated mathematic algorithm. Figure 17a shows the 
detection of multiple people walking together while camera is 
installed at a higher level and is located far from the objects. 
Fig.17b present results of the outdoor background subtraction. 
Figure 17 shows position of camera doesn’t have effect on the 
result as long as its position doesn’t cause loss of Mid-point. 
Figure 18 illustrates another potential application of our 
proposed method. In this scene, infrared camera is being used 
to detect a wild animal. Fig. 18b clearly shows that the animal 
has been completely detected. The proposed method also is 
suitable for military applications.  Fig. 19 shows a fighter jet 
that has been detected behind an open sky. From the result (as 
shown in Fig. 19b), a complete silhouette of the aircraft has 
been obtained. This could be very useful for accurate 
classification or identification stage. Finally, we also show the 
capability of our algorithm in detecting fire or flame as 
illustrated in Fig. 20. All of the above tests were conducted 
using Intel core 2 Duo processor running on a 2.26 GHz with 
2GB above RAM machine. All images are set to the normal 
VGA video size. In terms of the computation speed, we 
measure that for all of the images, the computation speed is in 
the range between 0.05 and 0.072 seconds. This processing 
time can be considered slow due the scanning mechanism 
from left to right and top to bottom of the entire frame. To 
alleviate this problem, the proposed technique should be 
applied only onto the region of interest (ROI). This will then 
ensure that the processing time will be less than 40 
milli-seconds for a real-time video processing. 

 
 

  

Figure. 13a. Indoor infrared 
moving person 

Figure. 13b. Zoomed in 
result for indoor moving 

person 

  

Figure. 14a. Outdoor 
infrared moving person 

Figure. 14b. Zoomed in 
result for outdoor moving 

person 

  

Figure. 15a. Indoor VGA 
CCTV containing moving 

person 

Figure. 15b. Zoomed in 
result for indoor VGA 

CCTV 

  

Figure. 16a. Outdoor RF 
Figure. 16b. Camouflaged 

solder in SF 

 

Figure. 16c. Result of object detection (the object is also 
been zoomed in) 
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V. Future work and recommendation  

There are many works we need to do further and these are 
given as follows: 

1. Elimination of combined or overlapped shadows of two 
or more objects. 

2. Elimination of cast shadow appeared on walls.  
3. While camera is installed vertically and there are 

horizontally light sources, this method is not suitable because 
of missing Mid-point of object of interest. Hence, to 
compensate this difficulty there is another opportunity for 
further work. 

VI. Conclusion 

This paper has provided an alternative method to detect 
moving objects using background subtraction framework. The 
strength of this technique is that it is robust against non-salient 
motion (such as moving leaves) with the presence of shadows. 
In order to prove our claim, we have demonstrated the 
proposed method for different video sequence. The main 
contribution towards the success of the detection in our 
method is that we employed multiple thresholding mechanism 
in our algorithm. 
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