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Abstract: In the current educational context there has been a significant increase in learning object repositories (LOR), which are found in large databases available on the hidden web. All these information is described in any metadata labeling standard (LOM, Dublin Core, etc). It is necessary to work and develop solutions that provide efficiency in searching for heterogeneous content and finding distributed context. Distributed information retrieval, or federated search, attempts to respond to the problem of information retrieval in the hidden Web. Multi-agent systems are known for their ability to adapt quickly and effectively to changes in their environment. This study presents a model for the development of digital content retrieval based on the paradigm of virtual organizations of agents using a Service Oriented Architecture. The model allows the development of an open and flexible architecture that supports the services necessary to dynamically search for distributed digital content. A major challenge in searching and retrieving digital content is also to efficiently find the most suitable content for the users. This model proposes a new approach to filtering the educational content retrieved based on Case-Based Reasoning (CBR). It is based on the model AIREH (Architecture for Intelligent Recovery of Educational content in Heterogeneous Environments), a multi-agent architecture that can search and integrate heterogeneous educational content through a recovery model that uses a federated search. The model and the technologies presented in this research exemplify the potential for developing personalized recovery systems for digital content based on the paradigm of virtual organizations of agents. The advantages of the proposed architecture, as outlined in this article, are its flexibility, customization, integrative solution and efficiency.
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I. Introduction

There is a large volume of educational content on the Web that is not directly accessible through conventional search engines. This information is said to belong to the so-called hidden, deep, or invisible Web, as opposed to the contents found in the more accessible surface web. The solutions developed by conventional search engines are very efficient for retrieving the visible Web contents. The simplified method based on centralized recovery model works well when the information sources have left their content exposed to web crawlers. However, this does not apply in the deep Web, where information can only be accessed via search mechanisms adapted to specific sources. This paper presents our research within this context as related specifically to educational content repositories.

The current environment presents an increasing variety of distributed repositories of educational content. Repositories are often highly heterogeneous, with different storage systems, access to objects with their own methods of consultation, etc. The problem of heterogeneity in database systems is an open issue in educational repositories. A large number of initiatives have been brought forth to standardize the processes and technologies that comprise the issue of heterogeneity, such as Content Object Repository Discovery and Registration/Resolution Architecture (CORDRA) [1], Digital Repositories Interoperability (DRI) [2] or Learning Object Discovery & Exchange (LODE) [3]. This paper is focused on Learning Object Repositories (LOR). Many of these repositories do not have a system that allows a higher level of abstraction between the internal and end users of the stored data. Others form networks using architectures to facilitate interoperability. Most are based on various standards that assign an abstraction layer that connects their internal characteristics with the exterior characteristics, allowing for greater automation and computerization for containing LO. Others, such as the MERLOT repository, implement architectures that enable interoperability of their contents by providing offline consultation mechanisms through federated searches using a web customer service Simple Query Interface (SQI) [4] (via WSDL specification [5]) or through Restful Web services [6,7]. Using the applications that make use of these web services, it would be possible to access the tagged information for learning objects. This information could be displayed in any of the metadata standards that exist, mainly Learning Object Metadata (LOM) [8] or Dublin Core [9]. Consulting metadata repositories is the main way to obtain the information needed to locate learning objects, evaluate their usefulness, and retrieve them.

The objective of this paper is to present certain singularities in the effort to adapt semantic web technologies while recovering information in the field of online education. Mainly to show the importance of content recommendation systems based on available semantic information in the search for an ordered management of educational resources for...
online education systems. This study presents the AIREH tool (Architecture for Intelligent Recovery of Educational content in Heterogeneous Environments) [10], which makes it possible to search and recover educational resources encapsulated in the form of a LO. Similarly, a system can use a CBR (Case-Based Reasoning) system to recommend which educational resources might be of particular interest to the user, based on information from previous uses and searches. This system is based on Multi-Agent Systems (MAS) using virtual organizations (VO).

II. Gaps in Current Educational Repositories

The emergence of what can already be considered as the Learning Object (LO) paradigm has brought with it a number of advantages regarding the reuse of learning content. While LOs offer facilities related to content specification, and the search and recovery of educational resources, the process of innovation has also produced different challenges that have not yet been resolved. The problems impeding commitment to the interoperability of educational content can be grouped into two general areas. The first is related to the problems associated with the monolithic structure of learning object repositories such as lack of reliability or availability, high access times in some cases, erroneous results, poor results, etc. In summary, LORs do not allow comprehensive user management to solve the LO recovery task with the flexibility and power necessary to ensure easy interoperability of dispersed and heterogeneous sources.

The second important problem is related to the absence of automatic mechanisms that control the technical quality, semantics and syntax of Learning Objects, ensuring their correct specification in any of the metadata schemas that describe them. For example, the IEEE LOM standard (IEEE Draft 1484.12.1, 2002), specifies the conceptual schema that defines the structures of the data for instances of LO metadata. The basic schema of LOM [8] is composed of 9 categories (General, Life Cycle, Meta-Metadata, Technical, Educational, Rights, Relation, Annotation and Classification) and 47 elements. Although these 9 categories can describe the resources very well, LOM is able to embed other metadata standards using XML namespaces, like Dublin Core, etc. But the syntactical definition alone is insufficient, since there is no obligation for the attributes to be specified to ensure that any LO has a minimum quality that can be used within a particular educational context, as shown in Figure 1.

A series of problems in the repositories requires solutions that are adapted to the heterogeneity of each of these repositories, that are isolated, and that ensure real and effective interoperability of educational content globally. A solution will enable a centralized global search and the effective reuse of resources by the end user in a personalized way to access the contents. This requires raising the level of abstraction and looking at the classification of systems storing and searching for LOs. While in theory this can be seen as an advantage because it increases the number of results, in practice it has two drawbacks. The first relates to the response time, which increases considerably, and the second involves the repeated occurrence of LOs in the results.

Furthermore, this can be considered an additional challenge in the efficient management of services and elements involved in this type of platform. This is due to the inclusion of efficient management techniques using labeled tags that facilitate the storage, search, retrieval, etc. within the educational content.

![Figure 1. Percentage of LOM tag elements in use](image)

A comprehensive solution for the problem of educational content retrieval goes beyond any simple recovery. What is needed is a filtering mechanism that includes semantic aspects of the objects retrieved and that can be evaluated by generating the most suitable results according to the user.

III. Related Work

With so many LOR, a major challenge is to find the most suitable LOs for the users as efficiently as possible. This objective has attracted much research in the field of the selection and recommendation of LO.

Researchers and developers of e-learning have begun to apply information retrieval techniques with technologies for recommendation, especially collaborative filtering [11], or web mining [12], for recommending educational content. A recent review of these applications can be seen in [13]. The features that handle these information filtering techniques in this context are the attribute information of education items (content-based approach) and the user context (collaborative...
approach). One of the first works in this context was developed by Altered Vista: a system in which instructional techniques are evaluated based on collaborative filtering recommendation with close neighbors [14, 15]. These works explore how to collect user reviews of learning resources and propagate them through word-of-mouth recommendations.

RACOFI (Rule-Applying Collaborative Filtering) proposes a collaborative filtering by rules, with an architecture for the custom selection of educational content [15]. The author's recommendation is to combine both approaches to reduce recommendation by integrating a collaborative filtering algorithm that works with user ratings of a set of rules of inference, which creates an association between the content and rate of recommendation.

McCalla [16] has proposed an improvement to collaborative filtering called the ecological approach to designing e-learning systems. Key aspects of this proposal take into account the gradual accumulation of information, and focus on end users.

Manouselis et al. [17] have conducted a case study with data collected from the CELEBRATE portal users to determine an appropriate collaborative filtering algorithm.

Some solutions take a hybrid approach. [18-21] make use of algorithms based on reviews from other users according to interests which are extracted through nearest neighbor algorithms. These correlation-based algorithms are used to calculate an index score on the usefulness of learning objects through the analysis of comments from students with similar profiles. These algorithms improve preference-based selection algorithms by incorporating aspects of student preferences. The preference pattern of each student is recorded in a history of preferences that is generated and updated according to comments from the student's preference. If a selected learning object has been given a positive score, its preference score increases for all the features of the learning object. The combination of the scores for a learning object is determined by the two algorithms that decide the position of the learning object according to the outcome of the recommendation. However, all of the selected learning objects are treated equally without any distinction between them, which would allow more precise assessment criteria of the user, affecting the very pattern of preference of the user.

The use of algorithms based on biological models, such as ACO (Ant Colony Optimization) is the basis of [22], which proposes a set of attributes based on a colony of ants (attributes-based ant colony system, AACS) to help students find their way through an adaptive model of learning objects more efficiently. This mechanism is based on the use of learning activities and educational elements to predict the optimal trajectoories associated with the ACO algorithm, and recommend the sequence of learning objects. This work is interesting, but bases its recommendation on a path of learning through a different set of learning objects. The ultimate goal is to attain certain knowledge. The recommendation is the sequence produced by the optimal route between the different LOs.

The works by [23, 24, 25] suggest the need for selecting learning objects by taking into account the educational content described by their metadata, which falls in line with this thesis. They propose a mechanism called Contextualized Attention Metadata (CAM) to capture information about the actions along the life cycle of learning objects, including their creation, labeling, supply, selection, use and maintenance. These studies proposed four metrics to LOM and CAM for classifying and recommending the learning objects retrieved: Link Analysis Ranking, Similarity Recommendation, Personalized Ranking and Contextual Recommendation. These metrics classify learning objects according to criteria such as popularity ranking, the similarity of objects based on the number of downloads, and more. How these rankings contribute to the selection of learning objects and how they combine with each other are still open questions and a highly interesting field of study.

Based on semantic aspects that consider contextual information from the student's cognitive activities and the LO content structure, Qiyan et al. [26] propose a framework for recommending learning objects to suit the student's cognitive activities through an approach based on ontologies. The same approach follows the work of Ruiz-Iniesta [27] with a framework that simplifies the development of recommendations for LO.

There are other approaches, mechanisms or criteria for the categorization of educational content that require direct human intervention in their assessment, but list some criteria for assessing the quality of the content. Among these is the assessment contained in the MERLOT repository or LORI tool. The MERLOT repository (Multimedia Educational Resource for Learning and Online Teaching) offers the best current example of widespread application in the evaluation of educational content for Web-based education [28]. Content ratings are obtained through comments and ratings on a five point scale by users and reviewers appointed by MERLOT. This evaluation is based on three general properties: quality of content, potential effectiveness as a tool for teaching and learning, and ease of use. The classification is based on the quality of search results using a weighted average of these three classifications. The peer review process in MERLOT is carried out by two experts working asynchronously who return the descriptions of the contents recovered in a list sorted by the ranking, which has been established in turn by evaluating the quality of the content in descending order of assessment, where the contents are not evaluated at the end. LORI (Learning Object Review Instrument) is a tool known to assess the quality of education resources on-line. It is simply an assessment protocol for learning objects in nine areas on a bridges point scale that can be implemented on-line by using rubrics, rating scales and comment fields. As an assessment tool, it is available at its website, which can be used to assess an individual or a panel of experts from a range of LOs, based on the advice of [28, 29].

There are a growing number of papers proposing systems to recommend learning resources, as evidenced by the lack of operational solutions and confirmed by recent work [30]. The evaluated proposals all concluded that the incorporation of mechanisms to assess attributes related to the educational content, as well as aspects of user context and their interaction with the content, create effective recommendation mechanisms.

However, a closer look at the revised proposals underscores...
the lack of applications on real systems and educational content. Most of the jobs listed in this section are based on simulations or have been applied to a local case study or a particular repository, with a priori control, for small groups of parameters that are usually local. The solution proposes that not all display results are from real context. Some of the recommended educational content objects are not learning objects, as defined in the present study, and the great majority do not therefore address aspects of semantic tagging of resources in their approach.

The architecture proposed in this paper provides multiple perspectives to assess the recovery of educational content from a real, open and scalable environment, and will also will be a support mechanism to implement the recommendation or ranking for the recovered LOs.

IV. Architecture Overview Aspects

The situation in the present context of education urgently requires a new type of application that can search for educational content in a distributed environment across different formats, servers and networks. This paper proposes AIREH (Architecture for Intelligent Recovery of Educational content in Heterogeneous Environments), as an intermediary architecture that introduces several needed components designed to simplify the problem:

1. A translation feature which transforms a particular query language into one that is valid in existing repositories.
2. A federation feature that sends queries to multiple repositories and reflects their responses.
3. An aggregate feature that can unify metadata from different repositories, thus allowing the user the best possible choice.

In this environment, the architecture provides the optimal use of intelligent agents, which can now apply their characteristics (autonomy, status, reactivity, rationality, intelligence, coordination, mobility and learning) to a stable system, and can also react intelligently to the needs of the environment along several features. The idea of modeling the architecture as a virtual organization stems from the notion that an organization can adapt its actions to any change in order to achieve its goals and interact with heterogeneous components.

Given the heterogeneous and changing technological situation that accompanies the proposed educational context, and the need to reuse the data in a real operational context, we were motivated to design a model of an integrated architecture in which an organization of agents can execute search and retrieval actions of educational content based on a federated search model. The innovation of this architecture will be to provide an organization of agents with the self-adaptive capabilities needed to address the current problems, and with the ability to adapt to future changes in highly dynamic environments such as those discussed.

This model will solve the problems of the distribution and integration of different repositories, the abstraction of the internal logic of each repository, and the classification, storage and retrieval of LOs. In addition it will add the capacity of simple scalability, possible situations for use of new protocols, internal logical repositories, and cataloging or heterogeneous applications designed to cover service-related features.

A. Federated Search

The main contribution of a federated search is that the search process is done through search mechanisms in individual information sources. In addition, the search refers to the location of each source and provides a distributed control of information related to the different sources of hidden information. The federated search mechanism is thus a much more complex, rich and comprehensive centralized recovery model.

A federated search used to recover content in distributed heterogeneous systems, such as LO repositories, can be described as the sequence in the resolution of the three following subproblems:

1) Selection of Repositories

During this phase it analyzes the description of resources in the repositories and studies how to represent information that is distributed in them (response times, efficiency, etc.).

2) Selection of Resources

This phase determines the need for information and provides a set of descriptors in order to recover the results and decide which results are most likely to satisfy the query using a recovery algorithm.

3) Merger of Results

This phase builds the integration and combination of results returned by queries on the n-repositories, forming a single list that gives the user a ranked list of results.

The cornerstone of this architecture is the recovery of LO in a real environment using federated searches in different repositories. It is necessary to provide the user with a framework that unifies the search and retrieval of objects, thus facilitating the learning process that filters and properly classifies the learning objects retrieved according to a set of rules. The generation of the rules for the organization of the items recovered is based on educational metadata and will provide useful content to the end user. Mechanisms will provide documentation of the recovered objects, which can be evaluated, and will generate the most suitable position according to the user. The architecture provides multiple perspectives to assess the recovery of educational content.

![Figure 2. Diagram of the organizational model (by function)](image-url)
B. Model Overview

The design and development of SMA methodologies need to support designers, and be both robust and reliable. Many traditional approaches detail the structure of the SMA in terms of a role model, which identifies the roles that agents play in the system and the interaction protocols in which they participate.

These methodologies can be classified as agent-oriented since they assume an individualistic perspective by using an agent with clearly defined tasks and skills to help the other agents achieve their individual goals. Closed systems, on the other hand, do not allow the participation of agents with behavior that is selfish or unauthorized.

The proposed AIREH architecture is seen as an intermediary communication point between the Learning Object Repositories (LOR), the LOs that they store, and users who use them. The system provides a federated search system. In addition, once the results from the different repositories have been received, an identification phase and filtering process adapt the results to the user preferences.

Figure 2 details the elements of the organizational model (functional view), showing the results (products and services) offered by the system, the type of environment, and interest groups.

To provide these services the platform requires providers, represented by the LOR, to offer search services that enable information to be harvested. Moreover, the product also offers statistical information on the performance of the repository and the use of LOs, identifying those that are used according to the search patterns.

C. Roles Acquisition by Service Facilitator

The dynamism of the system, which is designed as an organization, can be reflected by the registration in different stages: registration of new players, new services, new protocols, service requests, and expulsions from the system. The roles of management and the services associated to the organizational units of this particular organization will be available through the OVAMAH platform [33]. OMS (Organization Management System) provides the necessary services for the proper functioning of the agent organization. It also provides a range of services to register or unregister structural components, in particular, the roles, norms and existing units in the system, and offers facilities to report on those components.

Figure 4 provides a scenario in which a new LOR is registered in the organization. The ranking value indicates the degree of alignment between the service and the specified service proposed. The units contain the Acquire Role, Report Unit and Stop Role services, in addition to the dependent domain services, which have already been identified above. For example, if an external LOR wants to contact them, it is first necessary to go through the process of acquiring the corresponding role.

D. AIREH Recovery Performance Evaluation

The search process is integrated into the agents of the organization and connected by services in a way that is totally transparent to the user. This integration addresses problems regarding the distribution and integration of different repositories, the abstraction of the internal logic of each, and the classification, storage and search for LOs. Moreover, the system adds capabilities such as easy scalability scenarios, use of new protocols, logical internal repositories, cataloging, and heterogeneous applications designed to cover services with related features.

The algorithm used to select the effective content for the user takes into account the semantics of LOs and the technical aspects for the search in the LOR. This influences the cataloged results, which are retrieved automatically through several mechanisms involving user assets. In this paper, the processing of the retrieved LO metadata addresses three aspects: completeness, reliability and ranking accuracy. Given a set of n metadata for a single LO recovered for a given repository J, the set of these metadata files is determined by $O_J = \{O_1, \ldots, O_i\}$ with $i=1,\ldots,n$.

The relevance is related to profit or the potential use of recovered materials in relation to achieving the goals.
interests or problems intrinsic to the user. Based on this approach and in the context of this work, the metadata of the LO recovered were categorized by the criterion of relevance based on the same binary operation: R = {0,1}. For example if the LO cannot be recovered because it lacks the tagged information indicating the source of the resource (the category attribute <technical> <location> LOM), it is described as irrelevant and is credited with null value (0). Otherwise, it qualifies as a relevant value (1). This approach allows the calculation of the accuracy of the search engines for each query in LOR J, by using Equation 1.

\[ P_j = \frac{\sum_{i=1}^{n} R_{i,j} \cdot O_{i,j}}{n} \]  

(1)

\[ E_j = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} R_{j,i} \cdot O_{j,i}}{\sum_{j=1}^{m} \sum_{i=1}^{n} R_{j,i} \cdot O_{j,i}} \]  

(2)

\[ G_j(t) = \frac{\sum_{i=1}^{n} \text{numberLO}_{i,j}}{\sum_{i=1}^{n} \text{time}_{i,j}} \]  

(3)

Given a query Q in a series of Repositories, the full set of metadata recovered will be the union of all the metadata repositories recovered in m. To calculate the Relative Recall, take the denominator of the equation; the sum of the LOs judged relevant to each search for the overall system is determined by the Equation 2.

It is particularly relevant to meet the demands for the LOs that meet the requirements of a user request in real time. The dynamics of the environment in the recovery of resources allow for the user to be provided with a large number of LOs very quickly, so it is necessary to have some measure that allows us to evaluate this feature. At present there is no published system which allows this type of control over the content of what is proposed as a new measure. Equation 3 represents the temporary Gain, G(t), for repository J which contains the measure that relates the number of LO retrieved for n queries over time.

The architecture was evaluated by performing a battery of tests to validate its efficiency in real environments. The system is robust against failure because it incorporates several methods in different agents in the organization throughout the query time by planning the management of repositories based on the performance of the agents. Once each instantiated LOR agent performs the query in each repository, each LOR is in charge of canceling the query and reporting any problem affecting the established QoS levels, such as query time, performance of the repository, and so on. This data reveals the significant increase in the number of relevant LOs recovered (Figure 5) while the number of LOs to recover in time decreases (Figure 6). The proposed architecture increases the temporary gain in the system by 15% on average over isolated repositories.

Figure 5. Relevant LO recovered

The architecture was evaluated by performing a battery of tests to validate its efficiency in real environments. The system is robust against failure because it incorporates several methods in different agents in the organization throughout the query time by planning the management of repositories based on the performance of the agents. Once each instantiated LOR agent performs the query in each repository, each LOR is in charge of canceling the query and reporting any problem affecting the established QoS levels, such as query time, performance of the repository, and so on. This data reveals the

significant increase in the number of relevant LOs recovered (Figure 5) while the number of LOs to recover in time decreases (Figure 6). The proposed architecture increases the temporary gain in the system by 15% on average over isolated repositories.

Figure 6. Comparative average temporary gains

V. Recommendation Strategy

A recommendation system is a tool that predicts user likes according to their characteristics, interests or abilities, based on previously obtained information. There are various techniques based on Artificial Intelligence (AI) which are oriented to carrying out these tasks. One of them is Case Base Reasoning (CBR). Recovery techniques and their adaptation to CBR techniques have become effective for the development of recommender systems [31, 32].

The purpose of CBR is to solve new problems by adapting solutions that have been used to solve similar problems in the past [33]. A CBR manages cases (past experiences) to solve new problems. The way cases are managed is known as the CBR cycle, and consists of four sequential steps which are recalled every time a problem needs to be solved: retrieve, reuse, revise and retain.

A CBR depends largely on the structure and content representation and its collection of cases. The developed system is characterized by working with cases defined by the characteristics of the educational context. Each case is divided into the following main components:

- A set of attributes referred to as target, which contains the definition of the problem, that is to say, the query.
- A set of attributes associated to the previous user interactions.

Once the definition of the problem is formed in terms of attributes, the objective of CBR is to generate the ranking of these learning objects in response to user characteristics that are reflected in the characteristics of learning objects available, such as educational level LO, the format or the language of the resource. The CBR system is initiated by a new request made by the user who is searching for LOs. At that moment, the CBR system is executed. The information contained in the new case at the beginning of the execution cycle of the CBR system is defined by the following tuple:

\[ c = \{T, u, x\} \]  

(4)

Where T refers to the set of attributes defined in the target extracted mainly from the information in the markup language in accordance with standard tagged used (LOM, DC, etc.) i.e. T = \{title, language, keywords, format...\}. The user identifier is u, and x is the value associated with the final solution.
Using the information defined by equation 4, the reasoning cycle for the CBR system is initiated. Figure 7 illustrates the reasoning cycle, the CBR system is.

During the retrieve phase the metadata for the learning objects are downloaded from different repositories using simultaneous searches through a federated search procedure based on an organization of agents, as explained in previous sections. The Slope One method is applied during the reuse phase in order to predict the degree of relevance of the recovered LO. Finally, during the revise and learning phase, information related to the user’s final assessment is stored. The different steps for the reasoning cycle will now be explained in greater detail.

Once the information has been recovered from the repositories and the retained environment, different cases are obtained according to the structure indicated in Equation 4. The information listed in Table 1 is obtained from the data found during the retrieve phase. Each cell contains a value $v_{ij}$ that represents the user’s evaluation of the learning object.

The average is calculated for each pair of individuals, as seen in equation 5. The final averaged values could be combined according to equation 6, with a weighted average relative to the number of predictions that exist for each article.

$$\bar{d}_i = \frac{\sum_{j} (v_{ij} - v_{jk})}{m - 1} \quad (5) \quad x_{ik} = \frac{\sum_{j} m_j \bar{d}_{ij}}{\sum_{j} m_j} \quad (6)$$

Where $v_{ik}$ represents individual $i$ for which the unknown value is being calculated, $m$ is the number of values that exist for both articles $i$ and $j$ (if $v_{ik}$ is unknown, $v_{ik}$ will not be considered in the calculation), and $v_{ik}$ is individual $j$. Where $v_{ik}$ represents individual $i$ for whom the unknown variable for $k$ is calculated, $m_j$ is the number of values that exist for category $j$, $v_{ik}$ is individual $j$. During the revise and retain phase, the user rates the objects retrieved during the reuse phase. The values are then stored in the cloud for future retrievals.

### A. Evaluation and Results

The recommendation is made by implementing the CBR proposed mechanism and according to the group of recovered cases. A series of queries were made based on a selection of 60 different keywords from the computer science ground extracted from UNESCO codes. To validate the recommendation proposal, we evaluated the results obtained by the AIREH assessment with Merlot\(^1\) and Lornet\(^2\) repositories over a period of 6 months with 40 users. Each user input a key word and then analyzed the predictions made for the previous 15 predictions. The values were assigned to each item on a scale of 1 to 5. The implementation of the algorithms was based on the Apache Mahout library, which provides techniques such as Map Reduce, allowing a high level of efficiency in multiprocessing systems.

<table>
<thead>
<tr>
<th>Elements</th>
<th>KNN</th>
<th>Slope One</th>
<th>SVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>500.000</td>
<td>43s</td>
<td>39s</td>
<td>38s</td>
</tr>
<tr>
<td>5,000,000</td>
<td>6:37s</td>
<td>5:36s</td>
<td>5:52s</td>
</tr>
</tbody>
</table>

Table 2. Comparison of results of the calculation times.

The first step was to compare the execution times for different alternatives to collaborative filtering in order to determine the viability of the different solutions. The execution times were based on simulated data, starting with the first test of 500,000 pieces of data and a second of 5,000,000. Table 2 lists the calculation times to obtain the recommendations.

<table>
<thead>
<tr>
<th>Elements</th>
<th>KNN</th>
<th>Slope One</th>
<th>SVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.30</td>
<td>0.76</td>
<td>0.78</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Comparison of efficiency results.

While the times for constructing the recommendations are very similar, the difference is due to the fact that the KNN algorithm needs the same execution time for any prediction made for a different user, while the Slope One and SVD have a prediction time for execution of less than one second, regardless of the user. The results shown in Table 3 indicate the average error values obtained by the methods indicated in each column. The weighted values are based on a scale of 1 to 5. The results in Table 2 indicate that Slope One provided the best results, although very similar to those obtained by SVD. The reason for not using SVD is that it is necessary to statistically determine the number of elements that reduce the dimensionality, which would involve the analysis of the value with subsequent executions.

We also evaluated user perception regarding the quality of the recommendations made by the proposed mechanism throughout the evolution of the CBR. The evolution of the number of cases in the case base allows for greater knowledge and appreciation of potential LO as shows Figure 8. This improvement is due to the system's ability to learn and adapt to lessons learned. Likewise, the experiences allow a better adaptation to the user profile.

System success is evaluated through user interaction with the recommended LO, as well as the assessment it makes of each. The user perceives an improvement in the time of the

---

1. MERLOT, Multimedia Educational Resource for Learning and Online Teaching (http://merlot.org)
2. LORNET, Learning Object Repository Networks (http://www.lornet.com).
future studies could include the integration of richer semantic aspects for the recovery and cataloging of educational content.
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