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Abstract: Good cluster descriptors facilitate the efficient stor-
age and retrieval of information. In particular, when the im-
precision and uncertainty of textual information is considered,
the extraction of cluster descriptors, which represent the com-
patibility of a document with a cluster in a more precise way,
is a challenging problem. Therefore, in this paper we present
the method named Fuzzy-DDE (Fuzzy method for document
descriptors extraction), by which two issues are addressed: (1)
how to consider the imprecision and uncertainty present in the
document clustering and (2) how to extract cluster descriptor
from this kind of information. The experimental evaluation
shows that the insertion of the information about the compat-
ibility of a document with a cluster improves the fuzzy clus-
ter descriptor extraction. Furthermore, the proposed method
demonstrate its usefulness and effectiveness not only as a de-
scriptor extraction, but also as a feature selection method for
document categorization.
Keywords: fuzzy clustering, text mining, cluster descriptor, infor-
mation retrieval.

I. Introduction

Clustering techniques have been widely used to solve text
mining and information retrieval problems, such as the ever-
increasing amount of textual documents available online [1].
Using this technique, clusters can be found directly from the
data without relying upon background knowledge [2]. There-
fore, a document collection organized into clusters is very
useful for users of information retrieval systems.
However, most document clustering methods still suffer from
challenges in dealing with the problems of high dimensional-
ity, scalability, accuracy, and meaningful cluster descriptors
[3]. Moreover, these issues are even more challenging when
addressed the problem of imprecision and uncertainty of tex-
tual documents. The imprecision and uncertainty are present
in all textual information, since writers or readers deal with
texts from different perspectives and representation of the
document content when organizing them.

Some of the clustering algorithms are suitable to the manage-
ment of imprecision and uncertainty in textual document or-
ganization by allowing the assignment of documents to more
than one cluster.
To illustrate the usefulness of such a flexibility, consider
a context in which news are to be organized according to
their main topic, each topic being identified by one or more
descriptors. Consider a news (textual document) with the
title “Experts affirm the adventure sport strengthens heart
health”, which discusses complementary topics: Sports and
Health. This news can be assigned to distinct clusters: the
cluster whose descriptors represent the Sports topic or the
cluster whose descriptors represent the Health topic. Never-
theless, the cited news deals with both topics simultaneously,
what suggests that the assignment of this news to both clus-
ters would be a better option than choosing one of them.
One way to provide the assignment of documents to more
than one cluster simultaneously is by means of fuzzy clus-
tering. Fuzzy clustering algorithms scatter a document col-
lection so that each document may belong to different clus-
ters with different membership degrees. The interpretation of
these membership degrees can be used to quantify the com-
patibility of a document with a particular topic.
Therefore, in this paper we present an improved version of
the method proposed in [4] that extracts cluster descriptors
which represent the compatibility of a document with a clus-
ter in a more precise way. Firstly, we provide an overview
about fuzzy clustering and cluster descriptor extraction. Sec-
ondly, the new method for extracting fuzzy cluster descrip-
tors is presented. The novelty in this proposal is that the new
version of the method, named Fuzzy-DDE (Fuzzy method
for document descriptors extraction), evaluates the relevance
of a term to identify a cluster considering the degree of mem-
bership of the documents in the clusters. Third, some experi-
ments are carried out on a document collection by comparing
our proposal with a state-of-the-art method and our method
presented in [4] in terms of the quality of the extracted de-
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scriptors for document categorization.
To evaluate the proposed method, experiments were per-
formed using the Opinosis customer reviews document col-
lection [5]. The Opinosis documents were organized in a
flexible way by means of fuzzy clustering. The membership
degree of a document to a cluster represent the compatibility
degree between the document and the topic associated to that
cluster. The topics are represented by the cluster descriptors
extracted using the Fuzzy-DDE method.
The remainder of this paper is organized as follows. Section
II describes the main issues related to fuzzy document clus-
tering and fuzzy cluster descriptor extraction, citing some re-
lated work. Section III presents the method for extracting
fuzzy cluster descriptors and explains the basic concepts on
which our method relies, followed by an evaluation of the
method proposed and discussion of the experimental results
in Section IV. Finally, Section V concludes the paper and
points future directions of this research.

II. Related work

Document clustering is a technique commonly used to orga-
nize a document collection, since by clustering is possible:
i) to identify the similarity among documents, ii) to create a
document hierarchy, vi) to produce a document classifier and
v) to summarize a document collection [6]. Moreover, ac-
cording to Bordogna and Pasi in [7], within the text mining
area, document clustering is one of the most effective tech-
niques to organize documents in an unsupervised manner.
According to Jayabharathy et. al in [8], a good document
clustering method can assist computers in organizing the
document collection automatically into meaningful clusters,
since if documents are well clustered, searching within the
cluster with relevant documents improves efficiency and re-
duces the time for search. Moreover, in applications where
document clustering is used for information retrieval, good
cluster representatives are as important as a good clustering
[9]. Good cluster representatives facilitate the efficient stor-
age and retrieval of information. However, the extraction of
good representatives is a challenging problem, since docu-
ments are represented by a high dimensional feature space.
In cluster analysis, in general, the extraction of the clus-
ter representatives occurs naturally because the represen-
tative candidates are probabilistic models or cluster proto-
types. However, in textual document clustering, represen-
tatives such as the cluster prototype are not very useful to
identify the topic or the subject addressed in the textual doc-
uments in each cluster.
The document clusters are better identified by descriptors,
which are terms that are present in the documents and sig-
nificant to the topic of the documents. Although we refer to
terms representing the documents in the clusters as descrip-
tors, usually the task of cluster descriptor extraction is also
called cluster labeling, cluster naming, label identification,
topic discovery, cluster description, and descriptive cluster-
ing [10, 8].
There is a document clustering research field that aims to de-
velop methods that deal with multi-topic documents, which
are usually addressed by clustering algorithms that are de-
signed to produce overlapping clustering solutions. Cluster
overlapping is achieved by documents that share terms or

phrases with other documents, reason why a document may
be assigned to more than one cluster [11]. Fuzzy clustering
algorithms are examples of approach by which documents
are assigned to multiple clusters simultaneously and relation-
ships among the domains can be found [12, 13, 14, 15, 16,
17, 7, 18]. In this context, some methods have been proposed
and shown to be effective in finding overlapping information.
Some recent methods are brief cited as follows.
A hierarchical fuzzy clustering algorithm for dynamically
supporting information filtering was proposed by Bordogna
et. al in [19]. According to them, users can have either gen-
eral or specific interests depending on their profile. There-
fore, they must be provided with documents belonging to
the categories of interest that can correspond to either a high
level topic, such as sport news, or to a subtopic, such as foot-
ball news, or even to a very specific topic such as football
matches of their favorite team. The authors proposed an hi-
erarchical structure in which clusters are automatically iden-
tified. Each level of the hierarchy corresponds to a distinct
level of overlapping of the clusters. Therefore, in the up-
per levels of the hierarchy the value of overlapping increases,
since the topics represented in these levels are more general,
and then, fuzzier.
Deng et. al proposes in [20] an improved fuzzy clustering-
text method based on the Fuzzy C-means (FCM) clustering
algorithm and the edit distance algorithm. The authors used
the feature evaluation to reduce the dimensionality of text
vectors. Due to the boundary value attribution of the tradi-
tional FCM, the authors recommend the edit distance algo-
rithm. The results obtained from this approach demonstrated
that the improved algorithm can be applied to the text clus-
tering, making the clustering results more stable and accurate
than the traditional FCM clustering algorithm.
Chen et. al proposed in [3] an effective Fuzzy Frequent
Itemset-Based Hierarchical Clustering (F2IHC) approach,
which uses fuzzy association rule mining algorithm to im-
prove the clustering accuracy of Frequent Itemset-Based Hi-
erarchical Clustering (FIHC) method. In the approach a
fuzzy association rule mining algorithm for text is employed
to discover a set of highly-related fuzzy frequent itemsets,
which contain key terms to be regarded as the labels of the
candidate clusters.
Song et. al proposes in [21] a weighted conceptual model
for document presentation, since, according to the authors,
document clustering techniques mostly rely on single term
analysis which can not reveal the potential semantic relation-
ship among terms. The proposed model divides the docu-
ment concepts into centroid concepts and peripheral concepts
due to their semantic relations to the subject. A fuzzy se-
mantic clustering method was proposed based on the new
semantic model to better capture the semantic subject of the
documents.
According to Carmel et. al in [22], a lot of research has
being done on fuzzy clustering algorithms and their appli-
cations in information retrieval and text mining. However,
compared with clustering algorithms, little work has been
done on fuzzy cluster descriptor extraction. This is due to the
fact that the documents can belong to more than one cluster.
Therefore, it is more difficult to obtain good descriptors for
fuzzy clusters.
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In general, there are two types of cluster description extrac-
tion: (1) descriptors are extracted from the collection of doc-
uments before the document clustering or (2) terms are ex-
tracted after document clustering. The first type is named
DCF (Description Comes First), and the second one is named
DCL (Description Comes Last) [10].
According to [10], cluster descriptors obtained before doc-
ument clustering decreases the readability of clustering de-
scription. Therefore, in this paper we present a DCL method
by which descriptors of fuzzy clusters are extracted consid-
ering the information about the compatibility of a document
with a cluster obtained after the fuzzy document clustering.

III. The Fuzzy-DDE method

The selection of an appropriate number of clusters to orga-
nize a given set of documents is a difficult task because it is
usually necessary for clustering documents with overlapping
information to be represented by many terms.
Besides the selection of an appropriate number of clusters,
an efficient organization of documents using clusters should
ensure the relationship among the documents from different
clusters. This issue is related to the selection of cluster de-
scriptors, which are meant to identify the topic of each clus-
ter. However, the extraction of cluster descriptors is very
challenging in the document organization using fuzzy clus-
tering, since the same descriptor can be representative for
more than one cluster with different weights of representa-
tivity.
In order to overcome these problems, we have proposed in
[4] a method to extract fuzzy cluster descriptors. Therefore,
we aim to improve the previous method extracting cluster de-
scriptors that better represent the compatibility of a document
with a cluster.
As in the previous version of the method [4] the documents
are preprocessed and clustered using the Fuzzy c-means al-
gorithm. After that, since we are proposing a DCL (Descrip-
tion Comes Last) method, the most representative terms are
selected as cluster descriptors.
All terms present in the documents are descriptors candi-
dates. The representativity of each term with relation to each
cluster is calculated by the classic measures of information
retrieval [23] (precision, recall and f -measure). The default
balanced f-measure, which equally weights precision and re-
call, was used. This balanced f -measure is commonly writ-
ten as f1-measure [23]. These measures consider the contin-
gency matrix showed in Table 1, for each descriptor candi-
date t = 1, ..., T , where T is the number of terms of the col-
lection, and each cluster c = 1, ..., C, where C is the number
of clusters.

Table 1: Contingency matrix for information retrieval mea-
surement

Documents
of cluster c

Documents
that are not
in cluster c

Documents which have the
descriptor candidate t

hits noises

Documents which do not
have the descriptor candi-
date t

losses rejects

By means of a fuzzy clustering, documents can belong to
more than one cluster. Therefore, considering a document
collection D = {d1,d2, ...,dK}, where K is the number
of documents of the collection, the membership degree of
document dk, in the c-th cluster is Ac(dk). A document
dk = [dk1, dk2, ..., dkT ] where 1 ≤ k ≤ K, comprises
the tf -idf of each term, i.e., dkt = tf -idf(t,dk) where
1 ≤ t ≤ T . Where tf − idf is the ratio between the fre-
quency of a particular term in the collection and the inverse
of the frequency of this term in the document (tf -idf Term
Frequency-Inverse Document Frequency). By this measure,
the importance of the terms in a document is weighted, so
that terms which are present in a lot of documents have a
smaller weight than the terms that occur more rarely in the
collection.
In the fuzzy cluster descriptor extraction, a document dk is
considered belonging to the cluster c if it has a membership
degreeAc(dk) ≥ s, where s = 1

C . The threshold s is consid-
ered for two reasons. Firstly, its use allows the selection of
descriptors candidates from documents that belong to more
than one cluster with different degrees, instead of consid-
ering only the cluster with the highest membership degree.
Secondly, using this threshold it is possible to penalize the
descriptor candidates that occur in documents that have low
membership degree in a cluster.
By means of the Fuzzy-DDE, the efficiency of each descrip-
tor candidate in identifying the documents in a cluster is eval-
uated including the membership degree of the documents in
each cluster in the information retrieval measurement. This
new form of evaluation was adopted based on the assumption
that membership degree carries an additional information
about the representativity of the terms that can contribute to a
more precise evaluation of its relevance as descriptors of the
cluster. Therefore, the extraction of the descriptors of a par-
ticular cluster begins with the calculation of the f1-measure
of each descriptor candidate. A rank of terms weighted by
their f1-measure is obtained for each cluster as follows.

i. Calculate the precision of a descriptor candidate t in a
cluster c:

p(t, c) =

(hits+ losses) ·
K∑
k=1

Θ(c,dk, t)

hits+ noises
(1)

in which Θ(·) is defined in Equation (2).

Θ(α, β, γ) =

{
Aα(β), Aα(β) ≥ s and γ ∈ β
0, Aα(β) < s

(2)

According to Equation (2), only the document β that has
the term γ and belongs to the cluster αwith membership
degree, Aα(β), higher than or equal to the threshold s
is considered in the measurement of the descriptor can-
didate weight.

ii. Calculate the recall of a descriptor candidate t in a clus-
ter c:

r(t, c) =

K∑
k=1

Θ(c,dk, t) (3)

in which Θ(·) is defined in Equation (2).
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iii. Calculate the f1-measure, the weighted harmonic mean
of precision and recall of a descriptor candidate t in a
cluster c:

f1(t, c) =
2 · p(t, c) · r(t, c)
p(t, c) + r(t, c)

(4)

The use of the membership degree in the evaluation of a de-
scriptor candidate is useful. This measure warrants that the
extracted descriptors are able to represent the information
that a document can belong to more than one cluster with
different compatibility degrees.
The defined number of descriptors is extracted for each clus-
ter and a flexible organization of documents is obtained, in
which the documents can belong to more than one cluster
and each cluster is represented by descriptors obtained from
the document collection.
Finally, the Fuzzy-DDE method obtains a clustering G =
{(σ1, g1), ..., (σC , gC)}, where each cluster gi represents a
collection topic (gi ⊆ D) and σi represents its set of descrip-
tors.
The next section presents a discussion of the experimental
results to evaluate the proposed method.

IV. Evaluation and discussion of the experi-
mental results

This section initially describes the knowledge domains and
the experimental methodology adopted. The results from the
experiments are then presented and analyzed.
The Fuzzy-DDE method to extract fuzzy cluster descrip-
tors was evaluated using the Opinosis collection [24], which
contains documents composed by customer reviews about
characteristics of some products. The customer reviews in
the collection were obtained from the websites: Tripadvi-
sor.com, Amazon.com and Edmunds.com. Each one of these
websites provides customer reviews about hotels, cars and
electronics products, respectively.
Such documents are composed of sentences with high sub-
jectivity, imprecision and uncertainty, since different docu-
ments with reviews about different characteristics of different
products may have similar sentences. The goal of organiz-
ing these documents by means of fuzzy clustering is to find
clusters of documents that present some similarity regarding
topic reviews. For example, suppose there are two products:
car and notebook. There are two reviews for these products
in two different documents, respectively: “The speed limit of
this car is very good” and “This notebook has a speed per-
formance”. In this context, the topic of review “speed” is a
common topic between these two products. In a flexible or-
ganization of documents as the one provided by the method
proposed here, different products such as these can be as-
signed to the cluster represented by the review topic “speed”.
The documents in the Opinosis collection have their text al-
ready preprocessed. For example, the sentences separated
by —” in the text presented in Table 2 does not have stop-
words, which are words that are not relevant in the analysis
of documents and usually consist of prepositions, pronouns,
articles, interjections, among others. Moreover, the represen-
tative terms of these documents are composed by only one
word.

Table 2: Preprocessed of an Opinosis review document
plug usb hub comput charg batteri charg cord design
clever — page tru — page book — page — time chap-
ter chapter — excit low batteri time — user replac bat-
teri — bui extend warranti — year pai ship send devic
amazon kindl replac — batteri chang — fact kindl sd
card capabl batteri user — (...)

In our experiments the documents of the Opinosis collection
were preprocessed again in order to compose terms by 2, 3
and 4 consecutive words. The Opinosis documents were pre-
processed using the Pretext [25] tool, by which the repre-
sentative terms of the documents were obtained. The terms
were also stemmed, i. e., the terms were reduced to their root
form in order to reduce the number of terms needed to repre-
sent the document collection. For example, the terms battery
and batteries were reduced to batteri. Finally, the Opinosis
collection was clustered by the execution of the Fuzzy C-
Means [26] clustering algorithm, according to the approach
proposed in [27].
The appropriate number of clusters to organize documents is
often chosen by the repetitive execution of the clustering al-
gorithm modifying the number of clusters in each execution
and evaluating each execution according to some criterion of
cluster evaluation [28].
In the experiments presented here seven clusters were chosen
as the appropriate number of cluster to organize documents.
This number was obtained evaluating the document cluster-
ing using an extension of a simplified version of the Aver-
age Silhouette Width Criterion [29], named Fuzzy Silhouette
(FS) [30]. This method considers a balance between effec-
tiveness and computational cost, besides using the degrees of
membership and the data values in its calculation.
The descriptors of each fuzzy cluster were extracted by the
Fuzzy-DDE method presented in Section III. In order to per-
form the comparative analysis, the fuzzy cluster descriptors
were also extracted by the method based on centroids [31]
and the method proposed by Nogueira et. al in [4].
Considering the fuzzy cluster descriptor extraction methods
as methods of feature selection, the performance of the meth-
ods were measured applying some classification algorithms
to categorize the documents from the attribute-value matrix
obtained by the extracted descriptors. The document class
was considered as the cluster in which it document has the
higher membership degree, since there is not a previous clas-
sification of the documents.
For a vocabulary as large as the vocabulary of the Opinosis
collection, a reasonable number of terms must be considered
for the categorization of documents. Therefore, 100 descrip-
tors were chosen to represent each cluster.
An example of the descriptors obtained by the method pro-
posed by Nogueira et. al, and Fuzzy-DDE can be observed
in Table 3.
The classification was carried out using a few well-known
classification algorithms of machine learning implemented in
the Weka tool [32]: Naive Bayes, Multinomial Naive Bayes,
J48, SVM and KNN.
The SVM constructs a hyperplane or set of hyperplanes in a
high or infinite dimensional space, measuring the complex-
ity of hypotheses based on the margin with which they sep-
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Table 3: Ten first descriptors of each cluster
Clusters Nogueira et. al Fuzzy-DDE

Cluster 1

long batteri life great,
continu hold, solid feel,
asu softwar, life continu

asu softwar, small
screen, extra asu, key-
board respon, keyboard
larg comfort type

Cluster 2

staff pleasant, room
good, concierg ser-
vic, hotel perfect, nice
furnish

room good, concierg ser-
vic, servic good, hotel
perfect, room nice

Cluster 3

brighter screen video
batteri, screen video
batteri, gb version huge,
small devic, version
huge

brighter screen video
batteri, screen video
batteri, gb version huge,
small devic, version
huge

Cluster 4
easi read, friendli servic,
servic good, locat excel,
long time

easi read, free wine re-
cept, servic good, locat
excel, fun drive

Cluster 5
easi read, friendli servic,
servic good, locat excel,
long time

easi read, free wine re-
cept, servic good, locat
excel, fun drive

Cluster 6
easi read, friendli servic,
servic good, locat excel,
long time

easi read, free wine re-
cept, servic good, locat
excel, fun drive

Cluster 7

post speed, street speed,
found map inaccur,
downfal product, reason
give star fact

post speed, street speed,
navig downfal, downfal
product, displai road

arate the data, not the number of features. Thus, the biggest
advantage of SVM is its ability to learn independent of the
dimensionality of the feature space. However, according to
Shanahan and Roma in [33], the SVM, when applied to text
classification, provides excellent precision, but poor recall.
The Naive Bayes classifier is based on the Bayes rule of con-
ditional probability. It uses all the attributes contained in the
data, and analyses them individually. According to Schnei-
der in [34], this method is often used in text classification
applications and experiments because of its simplicity and
effectiveness.
The K-Nearest Neighbor (KNN) is an Instance-Based Learn-
ing (IBL) method. IBL approaches can construct a different
approximation to the target function for each distinct query
instance that must be classified. In fact, the KNN constructs
a local approximation to the target function that applies in
the neighborhood of the new query instance, and never con-
structs an approximation designed to perform well over the
entire instance space. This has significant advantages when
the target function is very complex. However, the disadvan-
tage to KNN is that it typically considers all attributes of the
instances when attempting to retrieve similar training exam-
ples from memory [35].
The C4.5 algorithm [36] is a predictive machine-learning
model that decides the target value of a new sample based
on various attribute values of the available data.
Experimental results obtained by Joachims in [35] show that
SVMs consistently achieve good performance in text catego-
rization tasks, outperforming the other compared methods.
However, Gabrilovich and Markovitch in [37] demonstrate
that in such datasets C4.5 significantly outperforms SVM and
KNN, although the latter are usually considered substantially
superior to text classifiers. According to the authors, when
no feature selection is performed, C4.5 constructs small de-
cision trees that capture the concept much better than ei-

ther SVM or KNN. Furthermore, even when feature selection
is optimized for each classifier, C4.5 formulates a powerful
classification model, significantly superior to that of KNN
and only marginally less capable than that of SVM.
In this context, as suggested in the literature, the chosen doc-
ument categorization methods are good options to evaluate
the ability of features selection methods to extract the infor-
mation of a collection.
In this paper, the Naive Bayes, Multinomial Naive Bayes and
J48 algorithms (the weka implementation of the C4.5 classi-
fication method) were executed using the default parameters
of the Weka tool. However, the performance of the SVM was
tuned up using the Normalized Polynomial Kernel and the
complexity parameter c=2.0. The IBk (the weka implemen-
tation of the KNN classification method) was experimented
ranging the number of neighbors from 1 to 7. The best result
was obtained using 5 neighbors. The 5-fold cross valida-
tion method was used in all experiments. The performance
rates (correct classification rate and standard deviation) ob-
tained from each classifier are presented in Table 4. With
these performance rates, the representativity of the descrip-
tors obtained from the centroid-based, the Nogueira et. al,
and the Fuzzy-DDE methods were checked.

Table 4: Correct classification rate
Algorithm Centroid-based Nogueira et. al Fuzzy-DDE

SVM 54.60(14.17) 58.80(13.80) 63.60(14.25)
Naive 47.80(13.75) 47.40(12.26) 53.20(14.35)

M.Naive 60.40(12.28) 66.40(11.20) 69.80(14.36)
KNN-5 36.80(12.20) 51.80(13.95) 38.40( 4.68)

J48 52.00(16.16) 50.80(13.83) 46.00(10.30)

From these results, it is possible to conclude that the Fuzzy-
DDE is able to extract terms that are more representative for
document categorization in the form of fuzzy cluster descrip-
tors than the other ones. It is important to highlight that the
high standard deviation was obtained because of the small
number of documents used in the 5-fold cross-validation ex-
periments.
Multiple comparisons among all methods were carried out to
test whether there is a statistically significant difference be-
tween them. Our statistic test do not have the goal of test
whether the newly proposed method is better than the exist-
ing ones, but to carry out a multiple comparison in which all
possible pairwise comparisons need to be computed. There-
fore, the Friedman test with Nemenyi’s post-hoc was used
[38, 39].
The average ranks obtained by applying the Friedman pro-
cedure are showed in Table 5. The Friedman statistic con-
sidering reduction performance (distributed according to chi-
square with 2 degrees of freedom) was 1.6. The P-value com-
puted by Friedman Test was 0.4493. The results achieved on
post hoc comparisons for α = 0.05 are showed in Table 6.

Table 5: Average Rankings of the methods
Method Ranking

Fuzzy-DDE 1.6
Nogueira et. al 2
Centroid-based 2.4

The Nemenyi’s post hoc procedure rejects those hypothe-
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Table 6: P-values for α = 0.05
Methods z =

(R0−Ri)
SE

p

Centroid-based vs. Fuzzy-DDE 1.264911 0.205903
Centroid-based vs. Nogueira et. al 0.632456 0.527089
Nogueira et. al vs. Fuzzy-DDE 0.632456 0.527089

ses that have a p-value ≤ 0.016667. Therefore, the null-
hypothesis was not rejected with a 95% confidence level and
the results demonstrated that it is not possible to detect sta-
tistically significant difference between the methods.
In addition to these results, the flexible organization of the
Opinosis documents was obtained by the distribution of the
documents in more than one cluster. Considering the mem-
bership degree of each document in each cluster as a degree
of compatibility of a document with a topic represented by
descriptors, the flexible organization of documents allows a
document to belong to various topics simultaneously.
Furthermore, the performance of the Fuzzy-DDE method
was measured considering it as a method of feature selec-
tion. Therefore, considering the results obtained, the pro-
posed method demonstrates its usefulness and effectiveness
also as a feature selection method for document categoriza-
tion.

V. Conclusion

In this paper, we have proposed a method to extract fuzzy
cluster descriptors based on the membership degrees ob-
tained from the fuzzy clustering of documents. The exper-
iments demonstrated that this is a promising method to deal
with the problem of imprecision and uncertainty when or-
ganizing textual documents, since the information about the
compatibility of a document with a cluster is considered in
the cluster descriptor extraction.
Furthermore, the proposed method has the advantage for the
fact that the organization allows the arrangement of the docu-
ments in topics in a totally unsupervised manner, i.e., without
expert domain or user’s participation. Hence, this organiza-
tion can be generalized and exploited by different users.
It is important to highlight that the analysis was conducted in
51 documents. Therefore, a different response about the rep-
resentativity of the descriptors to the topics can be obtained
when organizing a large document collection. However, it
is highly unlikely that a lower representativity of descriptors
for a large collection be obtained, since the number of clus-
ters can also be increased proportionally to the number of
documents.
Even though the proposed method has a good performance
compared to the centroid-based and Nogueira et. al meth-
ods, it is necessary to consider the preprocessing of the doc-
uments because it can interfere on the results. Moreover, the
time complexity about the use of 2, 3, and 4-gram to repre-
sent the document collection used in the experiments was not
evaluated.
Therefore, it is very important to the process of analysis to se-
lect a reasonable number of terms to represent the document
collection, making the set of terms more concise but no less
representative in relation to the original set. Investigations in
the future include experiments with different collections and
document preprocessing.
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