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Abstract: Web Services Composition (WSC) is a paradigm for enabling application integration within and across organizational boundaries. Nowadays, the main challenges of WSC in environment like Internet are to ensure high quality execution. Former works on service composition have enabled the elaboration of the BPEL4WS standard. Nevertheless, the management of the Quality of Service (QoS) of service composition, generally defined in Service Level Agreement (SLA), was not taken into account. Therefore, it is necessary to build flexible solutions, reusable, and offering a suitable level of abstraction.

We propose a new framework, called QoS4WSC, that evaluates constraints-based response time in WSC. In order to provide a model which can estimate the effective response time of a service composition, we use a parsing file composition technique. Since elementary web services are based on the best effort approach, we propose an architecture which takes into account the response time of each given service. Our architecture is composed by two components. The first one pre-determines the response time of elementary web services and the second one verifies the QoS constraints related to the WSC.
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I. Introduction

Web services are a tremendous technology that ensure interoperability between applications in the Internet [1]. This new concept leads to a development of new paradigms that enable an interaction between different applications. In fact, web services are the latest distributed technology as well as the most suitable technology for the realization of SOA (Service Oriented Architecture) [3, 4]. They become the commonly used technology for integrating applications and information systems. This trend is expected to be unabated. Web services provide the technological foundation for achieving interoperability between applications by using different software platforms, operating systems, and programming languages. They are built on XML which is de facto the standard for data-level integration.

From the technological perspective, web services can be seen as a distributed architecture which started with DCE (Distributed Computing Environment), RPC (Remote Procedure Call), and messaging systems. Thereafter, distributed objects and ORBs (Object Request Brokers), such as CORBA (Common Object Request Broker Architecture), DCOM (Distributed Component Object Model), and RMI (Remote Method Invocation), have emerged. Similarly, web services have been proposed, and they were the first distributed technology that were supported by all major software vendors. Therefore, web services promote an universal interoperability between applications running on disparate platforms. Web services are based on the following fundamental specifications: (i) WSDL Web Services Description Language [5] which is the description of the web services; (ii) UDDI Universal Description, Discovery and Integration [6] which enables to publish the services; SOAP Simple Object Access Protocol [7] which is a protocol of communication that is used in order to invoke the web services. It is worth noting that WSDL, UDDI and SOAP are XML-based which prones web services protocol messages and descriptions to become human readable. Web services are designed to promote SOA, integrating highly distributed complex heterogeneous systems, that can cooperate without considering specific and costly integration. It exists different web-based applications that can perform specific tasks. According to few applications, it is necessary to combine a set of basic web services in order to create a composite web services. However, the task of composing web services is more complex due to the autonomy and heterogeneity of services, as well the dynamic nature of the composition [8].

Indeed, a composition is not simply a collection of any web services but a group whose tasks are ordered according to the relationships between web services. In addition, web services are usually provided by different organizations, and their executions are not related to context. Since each organization has its own rules of work, web services should be treated as strictly autonomous units. The QoS (Quality of Service) examines the quality of the relationship that exists between a service and its customers is crucial. Although it exists significant works around service composition, the management of QoS in services composition needs new solutions that are either flexi-
orable, or reusable. To this purpose, we can provide more ab-
straction levels. Indeed, the expressiveness of BPEL is only
the functional aspects of the compositions.
According to SOA context, where the end users are unfamil-
iliar, QoS issues are also important as much as the assembly of
functional services. In this respect, it is mandatory to ensure
that a given BPEL process will be executed with efficiency
after its construction. QoS characteristics in web services
should respect the agreement between the service provider
and the user. This agreement is defined in a SLA (Service
Level Agreement) [10, 12] which defines the supply and the
demand of these two entities.
The QoS in web service can be monitored by using differ-
ent non functional metrics such as response time, availability,
cost, etc [12, 13]. It is worth noticing that the response
time is the most important metric with respect to WSC. An
efficient management of the response time induces the avail-
ability at any time of the web service composition. Indeed,
the invocation of a web service can be triggered anywhere
on the Internet and the response should be given in a short
time interval. In such case, this implies that the service is
available. Therefore, in order to take into account the QoS,
itis mandatory to develop new tools for its management. It
is worth noting that, the degradation of the quality of service
can lead to serious problems with a loss of customers that
promotes a reduction economic gain. In fact, if a service runs
during a long time or is not available quite often (failure), it
will be not re-used by customers.
Similarly, it is important for the QoS-aware composition to
be fast. Hence, for interactive systems, a long execution de-
lay may be unacceptable from a customer point of view. For
example, a user of a booking ticket system would not like to
wait during a long time when the system is seeking candidate
services that offer low cost flight tickets. A fast composition
is also required to re-plan a service composition during the
execution. In fact, the actual QoS deviates from the esti-
mate one, and hence, this could cause constraint violation,
or simply because some services might not be available. In
this case, the time composition influences the overall services
response time, thus it should be kept as low as possible.
In addition to our early work [2], this paper provides a
enhanced description of the execution process of BPEL con-
structors. For instance, an algorithm which describes a thor-
ough operating of the "sequenceActivity" constructor is de-
picted. Afterwards, we give an overview of the different ac-
tivities that are involved in a life cycle of a service composi-
tion. Therefore, the proposed framework QoS4WSC (Qual-
ity of Service For Web Service Composition) enables to take
into account QoS concerns and it is composed by two mod-
ules. The first module makes possible a predetermination
of the response time of elementary web services whereas
the second module provides a mechanism for checking the
QoS constraints of services composition. In order to pro-
vide a model for estimating effectively the response time of a
service composition, we use the BPEL process parsing tech-
nique.
In this respect, QoS4WSC is able to estimate the amount of
time that is need for executing any service composition that
is constituted by a set of constructors. Consequently, the ser-
vice providers compose their services by taking into account
the execution time of these constructors, and thus reduce the
time for getting a response during the invocation of a web
service composite. It should be noted that our model fully
covers the last version of WS-BPEL 2.0 which is adopted as
OASIS Standard.
The rest of the paper is organized as follows. In section II, we
present an overview on previous works on WSC. Next, Sec-
section III is devoted to introduce the architecture of QoS4WSC.
Section IV presents how our QoS4WSC framework enables
to evaluate QoS constraints, as well illustrates the different
constructors used by QoS4WSC in order to estimate and ver-
ify the response time of a service compositions. Section V
shows the impact of QoS4WSC in the life cycle of a web
services composition. In section VI, we validate and evaluate
our proposition with respect to former works. Finally, Sec-
section VII concludes the paper and outlines our future work.

II. Background and related work

In this section we give a brief overview on web services com-
position, and illustrate the incentives for managing QoS. Af-
terwards, we survey the former works that propose some so-
lutions in order to tend towards efficient WSC.

A. Overview on web services composition

Recently, WSC has received much interest for supporting
Business-To-Business (B2B) and Enterprise Application
Integration (EAI). Many industrial standard specifi-
cations have been proposed in recent years, such as BPEL4WS
(Business Process Execution Language for Web Services)
[9], BPML (Business Process Modeling Language) [14],
XLANG (XML business process Language) [15], WSFL
(Web Service Flow Language) [16], WSCI (Web Service
Conversation Language) [17], and WSDL (Web Services
Choreography Interface) [18] in order to compose web ser-
VICES. Afterwards, we give a definition of the previously pro-
specifications.

BPEL (Business Process Execution Language), also called
either Web Services BPEL (WS-BPEL), or BPEL4WS, is a
language used for composition, orchestration, and coordina-
tion of web services. It provides a rich vocabulary for ex-
pressing the behavior of business processes. On the other
hand, BPML is a meta-language for modeling business pro-
cesses and provides an abstract execution model for describ-
ing collaborations and transactions. It defines a formal model
for expressing abstract and executable processes.
XLANG, which is proposed by Microsoft, is an extension of
WSDL (Web Service Definition Language). It provides a
model of services orchestration as well as collaboration con-
tracts between orchestrations.
Similarly, WSFL is an XML language for the description of
web services compositions as part of a business process def-
inition. It is designed by IBM to be part of the web ser-
service technology framework, relies and complements existing
specifications like SOAP, WSDL, XMLP and UDDI.
WSCI provides a XML schema for defining legal sequences
of documents that web services can exchange. WSCI makes
possible to define the abstract interfaces of web services and
may be used in conjunction with other service description
languages like WSDL.
Finally, WSCI is a language that returns the exchanged flows messages by web services in the context of a process. It describes the collective message exchange among interacting web services, providing a global and message-oriented view of a process involving multiple web services.

The general adoption of business process automation requires to propose standardized and specialized language in order to compose services into business processes. In such case, one provides the ability to express business processes in a standardized way by using a commonly accepted language. To this purpose, our proposition is based on BPEL in view of this language represents the evolution of the former composition languages like BPML, WSFL, WSCL, etc. Furthermore, since 2007 BPEL becomes the standard for web service composition. It is worth noting that BPEL is a convergence of two early workflow languages: IBM WSFL [16] and Microsoft XLANG [15]. It combines both approaches and provides language for the formal specification of business processes and business interaction protocols.

In addition, BPEL is the most comprehensive standard for describing business processes that can exist. It is the most sustained in industry as well as the most accepted by developers. Besides, we noticed a lot of works based on this language such as METEOR-S [19], A04BPEL [20], DYNAMO [21], MASC [22], etc. In this sense, it is a language that is largely deployed in industries.

On the other hand, we note several technologies implemented with BPEL akin to Microsoft BizTalk Server, IBM BPWS4J, Oracle BPEL Server, Apache ODE.

BPEL provides a set of constructors allowing to define composite processes from the operations required by the WSDL partners’ files. During the BPEL process each element or constructor is considered like an activity which can be described as a primitive or a structured activity. The main difference between both constructors is due to the fact a primitive constructor should be used itself whereas a structured constructor is able to call other constructors that are either structured or primitive [9].

The set of primitive and structured activities are illustrated in figure 1. Notwithstanding a detailed description, of the set of activities enumerated in figure 1, is given in Section IV-B.

<table>
<thead>
<tr>
<th>Activities</th>
<th>Forms</th>
<th>Activities</th>
<th>Forms</th>
<th>Activities</th>
<th>Forms</th>
</tr>
</thead>
<tbody>
<tr>
<td>receive</td>
<td></td>
<td>invoke</td>
<td></td>
<td>forEach</td>
<td></td>
</tr>
<tr>
<td>invoke</td>
<td></td>
<td>terminate</td>
<td></td>
<td>flow</td>
<td></td>
</tr>
<tr>
<td>reply</td>
<td></td>
<td>sequence</td>
<td></td>
<td>pick</td>
<td></td>
</tr>
<tr>
<td>assign</td>
<td></td>
<td>if</td>
<td></td>
<td>event handler</td>
<td></td>
</tr>
<tr>
<td>throw</td>
<td></td>
<td>while</td>
<td></td>
<td>fault handler</td>
<td>compensable</td>
</tr>
<tr>
<td>scope</td>
<td>repeatUntil</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure. 1.** Activities of BPEL process.

### B. Quality of service management

With the emergence of services in software architectures, it appears a new relational model between Internet users. This is due to the fact that a lot of services are provided by providers and hence used by customers. With a lack of coupling, the Service Oriented Architecture (SOA) simplifies the services process discovery, but also their utilization. According to SOA, customers may easily substitute one service for another according to their convenience.

Moreover, with respect to the proliferation of services that have quite often the same functionality, we attend to a competition between providers, in the sense that each one seeks to provide the best service in term of response time, cost, and availability.

In addition, due to the ubiquitous nature of Internet users can invoke services from different networking devices (e.g., mobile phone, laptop, tablet computer, etc.) that can have different bandwidth requirements. Therefore, service providers should have a big concern about the QoS requirements according to these heterogeneous equipments. In this context, the notion of quality of service becomes a crucial issue. Likewise, this notion refers to multiple properties such as response time, availability or cost.

In this sense, the authors of [23] proposed to introduce a framework where the service registries as well as services contribute to an automation of service discovery, and hence, workload is distributed more efficiently. This is achieved by developing a Linked Data compliant Web services framework which communicates with semi-centralised registries that compute themselves their suitability for a given request. Note that, all communications among different framework components use RDF-based message protocols including Input/Output service. Consequently, the offered framework in [23] aims to optimize the load balancing as well the performance by dynamically assembling services at run-time in a massively distributed Web environment.

On the other hand, Tripathy et al. illustrated in [24] a framework for monitoring the compliance of a set of pre-specified requirements of a SBS (Web Service Based Systems). These set of requirements may include behavioral properties of SBS and/or assumptions that can be specified by service providers in terms of events. It is worth noticing that these events are extracted from SBS at run-time. To achieve this, a Monitor Specification Language (MSL) has been developed to specify the properties of the system that should be monitored during the runtime. Note that, according to the proposed framework [24], the SBS runs quite independently the monitoring functionality in a non-intrusive manner. According to SOA context QoS guarantee is also fundamental as much as the concern of assembling functional services. For example, a service allowing to place orders for purchase/sale of shares on the stock exchange would also be useless if he altered the orders given by customers that if their performances was poor. As business processing, QoS characteristics of web services should meet the supply and demand.

In contrast to the well-established standards in the functional domain of services such as SOAP or WSDL, it does not exist mechanisms which are formally recognized by the community of services with respect to the specification and pro-
cessing of QoS of web services. To overcome these limitations, several works like \textit{WS-Agreement} [25], \textit{IBM WSLA} [26], \textit{Slang} [27] have been proposed. The main goal is to establish agreement between client and service providers through the use of service level agreement (SLA) [11]. A SLA [10, 11] is a part of a agreement where the level of service given by a provider is formally defined. Quite often, the term SLA refers also to the service delivery time or its performance. For instance, Internet Service Providers will commonly include a SLA with respect to the accord that they establish with customers. To this purpose, they define several service levels that will be sold in plain language terms. Additionally, the SLA has technical specifications like mean time between failures (MTBF), mean time to repair or recovery (MTTR), various data rates, etc [11], that enable to achieve the agreement established between actors during SLA negotiations.

In order to respect the SLA during the execution of services, a monitoring mechanism should be used for checking the QoS constraints. During the execution process, if a violation happens with respect to the negotiated SLA then corrective mechanism should be applied.


c. QoS constraints in web services composition

Web services are an attracting area that interest many researchers and industrial organizations [1]. The authors of [28] proposed different algorithms in order to aggregate QoS properties for some standardized workflow patterns of the web service compositions. These properties include upper and lower bounds of execution time and cost, as well throughput and uptime probability. In [29], an algorithm which determines the QoS of a web service composition, by aggregating the QoS dimensions of the individual services, is proposed. This algorithm is based on a collection of workflow patterns defined in [30]. The QoS parameters include an upper and lower bounds of execution time as well as throughput.

Furthermore, in order to improve the availability of web services, Cotroneo \textit{et al.} [29] proposed a new architecture which enhances the service availability of premium users groups. On the other hand, Bhatti \textit{et al.} [31] studied the end-to-end response time for composites web services by taking into account Internet overhead factor in their execution model. Similarly, in METEOR-S project [19], it is proposed to take in consideration the principal idea from workflow QoS and transpose it to web services technologies. In this sense, the authors of this project suggest some QoS constraints that were implemented into METEOR-S workflow management systems [19].

Rud \textit{et al.} in [33] described analytical formulas that take into account the response time of different BPEL constructors. To achieve these objectives, they used mathematical models by adopting a formalism ratings based on different assumptions. A good overview of these approaches is given in [34].

Haddad \textit{et al.} [35] present an extension of web service composite model illustrated previously in [36]. Indeed, in [36] a composite web service is considered as a set of tasks running in parallel.

The authors of [35] argue that the model described by Menasse \textit{et al.} [36] is acceptable only if all web services participating in the composition can be executed independently. Note that, this assumption is not generally true. Therefore, with respect to this former work [36], Haddad \textit{et al.} propose analytical formulas according to the response time for the following constructors: \texttt{<sequence>}, \texttt{<switch>} and \texttt{<flow>}. It is worth noticing that the authors of [35] do not propose a model that can estimates the response time of WSC.

Notwithstanding, Haddad \textit{et al.} [37] improved their early work [35]. To this purpose, in order to overcome the shortcomings noticed in [35], they considered new assumptions such as the number of basic web services invoked can be variable, as well the response time of web services follow exponential and heavy-tailed model [37]. The choice of these mathematical models is motivated by the fact that the authors of [38] showed that the response time of basic services can be modeled by such mathematical distributions. In a nutshell, these works [33, 35, 37] that are more related to our work, proposed only analytical formulas for few BPEL constructors for managing the response time of web services composition. Basically, they do not offer tools that are able to verify the QoS parameters of WSC.

III. QoS4WSC architecture design

Since former works have just proposed analytical formulas for few BPEL constructors [9] in order to take into account the response time, we promote a new framework that enables to estimate the response time as well to reduce it according to WSC. Nevertheless, offering a short execution time for WSC is not an easy task.

Indeed, elementary web services, as described by WSDL, are conceptually limited to relatively simple features that are reported as a collection of operations. Moreover, existing public directories have not yet integrated this response time criterion in the representation of the services that they provide. In such case, most basic web services do not explicitly expose their QoS.

Following this lack of QoS, it is mandatory to built modules that provide a preliminary indication of the response time for basic services. Therefore, the time that one can wait for a given WSC is known in advance. Our proposed QoS4WSC middleware is illustrated in Figure 2 and it is formed by two main modules. The goal of the first module, called “\textit{Module 1}” (Figure 2), is to estimate the response time of web services. The second one, called “\textit{Module 2}” (Figure 2) verifies whether the QoS constraints specified, for instance in a given SLA, are achieved.

The different steps, \(1, \ldots, 8\), as labelled in Figure 2 enable to estimate the response time of an elementary web services and to verify the QoS constraints of WSC. During each step we have the following tasks: (step 1) the provider (e.g., engineer in Figure 2) of the WSC connects to a directory in order to seek the potential services that can participate in a composition; once a desired service is found, he retrieves the address of the WSDL interface file that owns this service. It should be noted that the web service will be invoked from this address.

Afterwards, during the step 2, the provider gives the \textit{URL} of
the WSDL file to the Module 1. Following that, the module 1 estimates the response time of the selected web service (step 3). The goal of this processing is to generate automatically a set of class called "servicename", "servicenameLocator", "servicenameSoap", "servicenameSoapProxy" and "servicenameSoapStub" from the URL of the WSDL file obtained previously. These five classes are used in order to estimate the response time of a given elementary web service. In fact, a main class will be created by considering the previous five classes generated before. In order to obtain optimal results of response time, we submit multiple requests to the server that hosts the web service. Therefore, for each request $req_i$, we obtain a response time $T_i$. The average response time of a web service $ws_i$, $1 < i < k$, is obtained as follows:

$$T[ws_i] = \frac{1}{k} \sum_{i=1}^{k} T_i$$

(1)

It is worth noting that, the estimated response time for each web service is saved at the local database of the QoS4WSC framework (step 4). In such case, this value can be reused if the web service is re-invoked shortly.

Thereafter, during step 5, the provider of the WSC should rank the different web services following their precedence and then sends this new WSC to the Module 2 (in Figure 2) in order to verify if the constraints in term of response time is respected. In order to verify, if the time constraints are respected, we consider the parsing file composition technique (step 6) described in more details in Section IV-B.

Put simply, the main goal of the module 2 is to estimate the response time of web service composition as well as to verify the QoS constraints by retrieving the response time of elementary web service from the local database (step 7).

Furthermore, we should adapt the WSC if the QoS constraints are violated (step 8). In this respect, we can change either the elementary web services that form the WSC, or change the fixed constraints.

IV. Towards constraints-based web services composition

This section illustrates the set of constructors that are considered in the BPEL language. Furthermore, we describe the manager activities that enable to estimate the response time of each constructor and to verify whether the QoS constraints of a WSC are met.

A. Overview on BPEL constructors

The BPEL process is formed by a set of constructors linked by different workflows. These constructors can be splitted into two groups. The first group is constituted by constructors that are characterized as primitive, whereas the second one is formed by constructors that are called structured [9].

By definition, a constructor is depicted as structured whether it is able to call other constructors (primitive or structured) during the BPEL process. In contrast, a primitive constructor is devoted to do only a given task without having the possibility to call other constructors.

Fundamentally, the following set of constructors $<\text{receive}>$, $<\text{invoke}>$, $<\text{reply}>$, $<\text{assign}>$, $<\text{validate}>$, $<\text{throw}>$, $<\text{wait}>$, $<\text{terminate}>$, $<\text{empty}>$, $<\text{compensateScope}>$, $<\text{rethrow}>$, $<\text{extensionActivity}>$, and $<\text{compensate}>$ are considered as primitive constructors (activities) [9].

In contrast, $<\text{flow}>$, $<\text{sequence}>$, $<\text{scope}>$, $<\text{If}>$, $<\text{elseIf}>$, $<\text{else}>$, $<\text{repeatUntil}>$, $<\text{while}>$, $<\text{forEach}>$, $<\text{pick}>$, $<\text{onMessage}>$, $<\text{onAlarm}>$, $<\text{eventHandlers}>$, $<\text{onEvent}>$, and $<\text{repeatEvery}>$ represent the structured constructors [9].

Based on the BPEL 2.0 constructors surveyed in BPEL spec-
iffication [9], we consider amongst them a set of constructors, called “key constructors”. The elapsed time during the execution of these key constructors is useful for satisfying the QoS constraints of a given WSC.

In fact, the key constructors enable to define a waiting and/or processing time during the execution of a service composition. For instance, these key constructors are formed by:

(i) this limited set of primitive constructors: <receive>, <invoke>, <reply>, and <wait>;
(ii) and all set of structured constructors listed previously.

B. Using QoS4WSC for the verification of QoS constraints

In contrast to previous works [33, 35, 37], we propose an automatic tool that verifies QoS constraints for web service composition. Our approach is based on file composition parsing. Figure 3 depicts our proposed algorithm in order to parse a BPEL file. Note that the BPEL file is a XML file. We recall that the BPEL file contains the execution order of the web service composition. In fact, the QoS verification module (Figure 2) receives as input a fixed response time as QoS constraint and a BPEL process that describes a WSC (Figure 3). Inside the QoS verification module, the XML tree of the process is created (Figure 3).

A XML file appears as an upside-down tree: if the XML tree is well generated, it has a root that has branches (<partnerLinks> and <sequence>) as illustrated in Figure 3. The <partnerLinks> contains the list of partners (web services) that will participate in the WSC, whereas <sequence> defines the execution order of the web service composition as it was specified in the BPEL file.

Nevertheless, we should verify if <partnerLinks> and <sequence> nodes are well defined. In such case, the response time counter, identified by the label “ResponseTime” in Figure 3, is initialized to zero. Otherwise, the parsing is stopped (Figure 3) and an error exception is sent. If the constructors located in the <sequence> node match one of the key constructors defined in Section IV-A, we call the related manager in order to estimate the corresponding amount of time. It should be noted that a manager is used in order to estimate the response time of a given key constructor.

Furthermore, a manager is related to a key constructor, or a set of key constructors. The set of managers that are used in our QoS4WSC middleware are listed in Section IV-B.1 to IV-B.8. According to a given manager, if the obtained response time is violated, the parsing is stopped (Figure 3) and a time-constraint violation is sent to the provider of the web services.

Afterwards, we describe the managers used in the algorithm illustrated in Figure 3. Therefore, we adopt the following formalism:

\[ \sum_{i=1}^{n} p[c_i] = 1; \text{ with probability } p[c_i] \text{ of entering in the branch } c_i \]

\[ T[a]: \text{ defines the response time of the activity } a \]
\[ T_{wait}: \text{ defines the waiting time} \]
\[ T_{body}: \text{ defines the amount of time needed to execute one iteration in a given loop} \]
\[ k: \text{ defines the number of iterations of a given loop} \]
\[ T_{scopeX}: \text{ execution time of scope } X \text{ of one activity} \]
\[ T_{repeatEvery}: \text{ execution time of one activity } repeatEvery \]

1) “getResponseTime” manager

This manager makes the correspondence between two attributes (partnerLink defined by the caller constructor and name defined by the partnerLink constructor) to know the invoked web service. Another matching is done between the name attribute and partnerLinkType in order to know the operation attribute of the service. This allow to access to the database in order to retrieve the response time of a given web service.

2) “flowActivity” manager

This manager is invoked if the current element, that we are testing during the execution our algorithm (Figure 3), is a <flow> constructor. The procedure enables to run simultaneously a set of activities. The response time \( T[a] \) of this procedure is:

\[ T[a] = \max(T[a_1], ..., T[a_n]) \]
Furthermore, during the parsing of the BPEL file, if a key
constructor like <receive>, or <invoke>, or <reply> is
found we call the getResponseTime manager. Otherwise, if
the <sequence> constructor that specifies a sequential exe-

6) “pickActivity” manager

This manager is invoked if the current element, that we are
testing during the execution of our algorithm (Figure 3), is a
<pick> constructor. The goal is to wait the first message de-
defined by the <onMessage> constructor or a signal marking
the end of a timer defined in <onAlarm> constructor.
The <pick> constructor is formed by several branches. Each
branch refers to an event that can occur. Therefore, the re-
sponse time can be estimated as follows:

\[ T[a] = \sum_{i=1}^{n} (p[c_i] \times (T_{wait} + T[a_i])) \] (7)

Since, it is not possible to know in advance when an event
will be triggered, the response time is obtained by:

\[ T[a] = T_{wait} + \max(T[a_1], ..., T[a_n]) \] (8)

7) “duration” manager

This manager is called either by a <wait> constructor, or a
:onAlarm> constructor.
The attribute for specifies the delay before the awakening
of the process (in the case of <wait>), or the triggering of
an alarm (in the case of <onAlarm>).
The date and the deadline are specified by assigning a value
to the until attribute.

8) “sequenceActivity” manager

This manager is called by other managers each time that a set
of activities should be run sequentially. The operating of this
manager is described by the algorithm defined in Figure 4.

REMARK: The goal of <eventHandlers> constructor is to
wait the first event <onEvent> or a signal marking the end of a
timer defined in <onAlarm>. If a given event does not
occur until the expiration of the deadline, then the associated
activities with respect to this <onAlarm> will be executed.
In this case, if the optional constructor <repeatEvery> is de-
defined, then the procedure will be repeated until the parent
scope of the <eventHandlers> activity remains active. The
response time expression is given by:

\[ T[a] = \sum_{i=1}^{n} (p[c_i] \times (T_{wait} + k \times (T_{scopeAlarm} + T_{repeatEvery}))) \] (9)

where \( k \) is equal to \( \frac{T_{scopeParent} - T_{wait}}{T_{repeatEvery}} \).
If the “repeatEvery” is undefined (i.e. \( T_{repeatEvery} = 0 \)) then
\( k = 1 \).
Note that “eventHandlers” activities are invoked in parallel
with other activities during the processing phase. It’s the rea-
son why we do not take into account this constructor during
the computation of the response time. In fact, the execution
of this constructor is embedded inside other key constructors.
V. The impact of QoS4WSC in the life cycle of web services composition

According to [42], the life cycle of web services composition is based on the analysis and design of six activities. Nevertheless, from our point of view two activities, like Wrapping native services and Setting outsourcing agreement, can be seen as included in the life cycle of an elementary service. However, the last four activities such as Assembling composite services, Execution services, Monitoring services, and Evolving services take part according to our definition of a life cycle of web services composition. Therefore, these four activities plus our framework QoS4WSC form the five elements that constitute the life cycle of a WSC (Figure 5).

The various activities and transitions illustrated in Figure 5 are described as follows:

1. “Assembling composite services”: This activity enables to describe the overall classes of service that one should compose in order to propose a WSC. This assembly includes an identification phase of the service categories and the specification of their interactions. This activity is triggered by the initial request (1) which is sent either by a user or by a software. It should be noted that this request is transmitted to the web services orchestration engine.

2. “QoS4WSC”: The goal of this activity is to seek if the composition, as defined in the Assembling composite services (2) meets a given QoS constraint. In this respect:
   - If the constraint is met, we proceeded to the next execution level of the composition by following the branch labelled 3;
   - Otherwise, we return to the previous state (branch 3’) in order to modify the constraint, or to change the service composition.

3. “Execution services”: This activity executes the specifications of the composition defined above by checking whether the fixed constraints between each web service are satisfied. Afterwards, the orchestration engine starts to execute the first tasks of the composition defined in Assembling composite services.

4. “Monitoring services”: This activity supervises the execution of the composition by checking the access to the different services and the exchanged messages. This control is done in order to measure the performance of the called services as well as to manage the execution in case of failures (branch 4). If all services have been called successfully and the composition has been achieved, the composition engine returns the composition result to the user (e.g., human or software) that has sent the original request (branch 5).

5. “Evolving services”: This activity enables to evolve the service composition by removing the failed services and then promotes the use of new service. If the “Evolving services module” fails, we have the possibility either to readjust the QoS constraints according to a given task (branch 6), or to redefine the service composite (branch 7) by allowing a new service in place of the one which fails before from the “Assembling composite services”,

VI. Implementation and results

We implemented our framework with the programming language Java (JDK 1.6) and the Eclipse IDE v.3.4.2. To make this practical environment, we used the plugins WTP (Web Tools Platform) version 3.2, EMF (Eclipse Modeling Frame-
work), GEF (Graphical Editing Framework), GMF (Graphical Modeling Framework) and BPEL Visual Designer.

We considered the following tools such as Tomcat (version 6.0.20), Axis2, PostgreSQL (version 8.4), Apache ODE (Orchestration Director Engine) with 1.3.4 version, and JDOM parser (version 1.6.1) which is an open source Java API whose purpose to manipulate an XML document.

To evaluate our proposal, we consider the BPEL process of a travel plan which is described in Figure 6. We use this example in order to evaluate and compare our proposal with respect to related work. We use as QoS metric the response time of a web service composition.

A. Discussion

The techniques proposed by Haddad et al. in [35, 37] do not allow to estimate the response time of the composition depicted in Figure 6. In fact, they do not take into account the existence of loop constructor. Therefore, we argue that their proposed techniques in [35, 37] work only if the WSC is formed by the following constructors: sequence, flow and switch. However, if a composition consider only these three constructors, the estimated response time will be done manually. Nevertheless, for complex services composition it is not possible to do it manually.

Rud et al. [33] proposed to estimate the response time of this composition (Figure 6) by using a manual approach due to the lack of models and tools. In so doing, they aggregate the different activities manually. For a complex WSC, this solution is not appropriate due to high response time.

With our QoS4WSC approach, we can automatically find in a few seconds the response time of a given WSC.

We performed our tests with a computer with a Core Duo 2.16 GHz frequency and 2 GB of RAM. With this example of composition, despite all of parsing details we obtained a response time of 6 seconds.

Note that our proposed middleware is generic in the sense that it can handle any type of composition, and regardless of its complexity and the number used constructors.

VII. Conclusions

Nowadays, it is mandatory to take into account QoS constraints in WSC. Therefore, in order to achieve a high quality delivery of service composition, we proposed QoS4WSC which is a middleware for QoS verification constraints.

The main goal of QoS4WSC is to allow WSC’s providers to evaluate the response time of their compositions. In such case, we can achieve better efficiency with respect to the amount of time that is need to retrieve the results of a given WSC. In addition, the proposed tools can help designers or suppliers in decision-making when such agreements are established. Furthermore, QoS4WSC allow to these actors to respect the contracted SLA (e.g. reduce or avoid QoS constraints violation).

As future works, our framework can be improved by developing a plug-in that can inherit all features of our QoS constraints solution. The objective is to integrate this plug-in in the palette to create a BPEL process. On the other hand, the introduction of the formal semantic in the life cycle of web services composition can be considered.
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