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Abstract:  A recommender system produces a list of 

suggestions for users based on their preferences. It is an 

intelligent system that can help users to come across their 

interesting items. It is widely used in personalized web systems, 

social networks, e-commerce and etc. It uses data mining and 

information filtering techniques. Mostly, recommender systems 

employ the collaborative filtering algorithm that is one of the 

most successful techniques. The collaborative filtering creates 

suggestions for users based on their neighbors’ preferences. 

This algorithm suffers from its poor accuracy and scalability. 

This paper represents a new approach to produce a useful 

recommendation for an active user. It assumes that the users 

are m (m is the number of users) points in n dimensional space 

(n is the number of items) and represents a method based on 

users’ distance. We introduce different distance measures 

instead of traditional similarity measures. In addition to this, 

we employ clustering algorithms to improve our 

recommendations. We use k-means clustering algorithm to 

categorize users based on their interests. Then our proposed 

algorithm introduces a new method called voting algorithm to 

develop a recommendation.  It is based on neighbors’ opinion 

about unknown products of the active user. This idea is similar 

to what happens in real life. In the real world, if there are a lot 

of options for us to choose from, we use other’s help and make 

our choices based on the suggestions of our family and friends 

who have got the same preferences as us. We evaluate this new 

idea and the result of our experiments shows that the proposed 

algorithm is more accurate than the traditional ones; besides it 

is less time consuming than previous algorithms. 

 

Keywords: Recommender system, Collaborative filtering, Data 

normalization, K-means clustering, Neighbors’ votes. 

 

I. Introduction 

Recommender Systems are techniques to produce suggestions 

of items for users. The suggestions are various 

decision-making algorithms, such as what movie to watch, 

what items to buy, what music to listen to, or what online 

books to read. “Item” is a general term to denote what the 

system suggests to users. An RS normally focuses on a 

specific type of digital libraries (e.g., Libraries of CDs, or 

movies, books). Recommender Systems typically apply 

methodologies from Information Retrieval and data mining. 

Recommender Systems try to predict what the most suitable 

products or services are, based on the user’s interests [1]. 

People can share their preferences with recommender systems. 

A recommender system offers people the most interesting 

items. They are an intelligent technique to deal with the 

problem of information overload. They create useful 

suggestion for customers and make them come across their 

interesting items. This idea comes from the reality. In the real 

world if there are a lot of options for us to choose among them, 

we use other’s help and make our choices based on the 

suggestions of our family and friends who have got the same 

preferences as us. If in the virtual world we have a great deal 

of option, who or what can help us? The best answer is a 

recommender system. A recommender system works as a 

friend to suggest interesting items to users. In this paper we 

use this idea to introduce our new algorithm. In fact, it 

suggests a few items from many possible choices by detecting 

their past behaviors. In these systems, the user interests are 

influenced by the hidden behaviors of the users. Finding the 

information about user interests is often critical step of 

producing recommendations. Collaborative filtering based 

recommender systems; the information about latent user 

interests is largely underexplored [2]. 

Recommender systems usually use collaborative filtering 

algorithms or a combination of the collaborative filtering and 

the other filtering algorithms. Collaborative filtering is 

usually focused on exploiting the information about the user's 

interaction with the systems. It is the most popular used 

method that matches people with similar tastes and then 

provides personalized recommendations on this basis. There 

are two basic entities in this algorithm: User and Item. Items 

are the objects that are suggested. Items may be characterized 

by their complexity and their value or utility which utilizes 
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users' known preference to generate predictions of the 

unknown preferences [1]-[3], [12]-[16]. Users are able to rate 

items. They use rating to show their own opinion on items. 

The aim is to find users who have similar tastes and suggest 

items that were mostly selected by these related users [3]-[5], 

[17], [33]. In this paper the items are typically music, movies, 

books, articles and any kind of existent digital contents. A rate 

is a numerical score or a letter grade that users may assign to 

the items. For example IMDB (www.imdb.com) has a 

user-item dataset such as Table 1. The ratings are between 1 

and 10. Each user rates multiple items between 1 and 10. 1 for 

the lowest interest means user doesn’t like the item, 10 for the 

highest interest means user likes it best and 0 for “no vote” 

means the user have not seen item so far. “m” and “n” denote 

the total number of users and items. These datasets are 

employed to predict some items that the active user has not 

seen them so far and might like them. Traditional 

collaborative filtering has a dataset of m users {user1, 

user2, . . .,userm} and n items {item1, item2, . . . , itemn}. Each 

useri has a set of items that he/she has rated them in different 

scores [3], [4], [6], [16], [29], [30]. A recommender system 

uses the collaborative filtering algorithm to predict unknown 

rates for “no vote” items and offer best of them to active user. 

In section II we define the traditional collaborative filtering 

algorithm. Challenges of traditional collaborative filtering 

are presented in section III. Our proposed algorithm is 

introduced in section IV. In section V we represent an 

improvement for our proposed algorithm. Section VI shows 

our experimental results, and at the end we have a summary 

and conclusion of our paper in section VII. 

Table 1. A Sample of User-Item database 
 Item1 Item2 Item3 … Itemn 

User1 0 4 3 … 0 

User2 10 0 2 … 4 

User3 8 10 1 … 10 

… … … … … … 

Userm 0 4 10 … 7 

II. Collaborative Filtering 

The collaborative filtering algorithm produces 

recommendations based on a subset of users that are called 

neighbors. These neighbors are the most similar users to the 

active user. The theory of this algorithm is each person has 

the similar tastes as his/her friends and relatives do. It has two 

main steps. At the first step it computes the similarity between 

the active user and all other users in database. At the second 

step it develops recommendations for the active user based on 

the first step [31]. This algorithm has two primary types, 

Memory-based and Model-based. Model-based algorithms 

use machine learning techniques like Bayesian networks, 

Neural networks and etc. to produce a recommendation. You 

can find more information about the model-based algorithms 

in [7], [8], [18]. In this paper we just focus on the 

memory-based algorithm. 

Memory-based collaborative filtering algorithms employ the 

user-item database to generate a recommendation. Each user 

has a group of people with similar interests called neighbors. 

After finding neighbors of an active user, a prediction on no 

rated items for him/her can be generated. In the other hand, 

the algorithm computes the similarity between two users or 

two items i and j which is named simi,j; Then produces a 

recommendation for the active user [7], [18]. We conduct a 

review on its steps: 

A. Similarity measuring 

The main step of memory-based algorithm is to measure the 

similarity between two items or users. There are many 

different ways to calculate the similarity between users or 

items. In this paper we review these three methods: Pearson 

Correlation (1), Cosine-based similarity (2), and Adjusted 

Cosine-based similarity (3). Also there are two kind of 

memory-based algorithm. If the algorithm computes the 

similarity between two items i and j (simi,j), then it is called 

item-based collaborative filtering and if it computes the 

similarity between two users u and v (simu,v) called user-based 

collaborative filtering algorithm [7]. 
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In these formulas simi,j introduces the correlation or similarity 

between two users or items i and j.  In the item-based 

collaborative filtering, i and j are two items and i∩j is the set 

of co-rated users includes some of the users who rated both 

items i and j.   ir is the average rating of the ith item by 

co-rated users.  ri,mis the rating of user i on item m. 

For the user-based collaborative filtering, i and j are two users 

and i∩j is the set of co-rated items which means the items 

that both users i and j have rated them.  ir is the average 

rating of ith user on the co-rated items (i∩j) [3]-[8], [10], 

[17]-[20], [29]-[33]. 

B. Selecting Neighbors 

The number of neighbors is an experimental value which you 

have to find. If you select a large number of users as neighbors, 

you get more accuracy but it takes more time to generate 

recommendations. So, you have to choose between accuracy 

and running time [7], [18], [20]. 

There are two techniques for selecting neighbors. One of them 

is Threshold-based selection and the other one is the top-N 

selection. According to Threshold-based selection, we choose 
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those users whose similarity exceeds a certain threshold value 

as neighbors. But in the top-N technique, N is an input and it 

means we select N-most similar neighbors [6], [18]. 

C. Prediction 

User-based algorithm develops a prediction for the active user 

u, on an item i (4): 
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Where Neighbors are selected in previous section (see section 

2.2.). ur and nr are the average ratings for the user u and user 

n on all other rated items (all rated items except i). simu,n is the 

similarity of the active user u and the neighbor user i. It is 

already calculated (see section 2.1.). For the item-based 

collaborative filtering we have another way to produce a 

prediction (5). 

(5) 
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simu,n is the similarity between the target item i and the 

neighbor item n [6], [7], [18]. 

III. Challenges of the Collaborative Filtering 

The challenges of collaborative filtering are widely discussed 

in many related papers. So we indicate a brief of their main 

content. Even though the collaborative filtering has been 

successfully used in recommender systems, there still remain 

some problems that commonly identified as the cold-start 

problem, the scalability problem and the sparsity problem 

[21], [22]. 

A. The Cold-Start Problem 

Collaborative filtering cannot provide personalized 

recommendations until a user profile has been created. This is 

known as the cold-start problem. Several algorithms try to 

learn and create the new users' profiles as part of the sign up 

process by asking them to provide feedback [10], [21]. 

The cold start problem occurs when a new user has just signed 

up the system. It is difficult to find similar users and items 

because there is not enough information about his/her rating 

or purchase history. And as the same for new item, new items 

cannot be recommended until some users vote them. This 

problem reduces the accuracy of a recommendation system 

which relies on comparing users. This problem is also called 

the new user problem or new item problem [7]. So, 

collaborative filtering cannot produce recommendation for 

new users, because there is not any rating of them, and for the 

same reason, new items cannot be recommended, either [22], 

[27]. 

In the paper [23] they propose a novel efficiently association 

clusters filtering (ACF) algorithm. They use clustering and 

also filtering. ACF algorithm determines clusters models 

based on the ratings database. They say the users in the same 

cluster will have the same interests. They can use the opinion 

of the cluster to guess the unknown ratings. They said this 

approach increases the prediction scope and improves the 

accuracy. Also this research [24] presents a solution to the 

cold-start problem. They introduced a collaborative filtering 

recommendation algorithm based on the implicit information 

of the new users and multi-attribute rating matrix. They 

combined implicit information of new users with other rating 

information to produce a User-Item Rating Matrix (UIRM). 

They said their experiment resulted validate the feasibility of 

the proposed algorithm.  

Paper [10] presents a new method that uses the idea of 

pairwise comparison between items. It uses a lazy decision 

tree that compares pairwise at the decision nodes. Based on 

the user's response to a certain comparison, it selects what 

pairwise comparison should next be asked. Their results 

indicate that the pairwise approach provides more accurate 

recommendations and requires less effort when signing up 

newcomers. There are a lot of works to solve the cold-start 

problem like [18], [23]-[27]. 

B. The Scalability Problem 

Collaborative Filtering needs a lot of heavy computations. 

They grow nonlinearly with increasing the number of users 

and items. In the other hand, Collaborative filtering fails with 

the growth of number of users and items [31]. Calculating the 

similarity takes most of the computational time. If we have U 

numbers of users and I numbers of items, then the time 

complexity becomes O(UxI). This problem is called as 

scalability problem [20]. A solution for this problem is to run 

the time-consuming training step offline, and then the online 

prediction producing will take a much shorter time [7]. 

C. The Sparsity Problem 

The recommendation systems’ dataset is very large (a UxI 

matrix). Even users that are very active, they have seen just a 

few of items available in the database, also plenty of items 

have been rated by only a few of the total number of users 

available in the database. This problem is named as the 

sparsity problem. It has a negative impact on the result of a 

collaborative filtering algorithm. Because of this problem, it 

is possible that the similarity between two users cannot be 

defined. Also when the value of similarity is calculated, 

because of insufficient information it is not very reliable [31]. 

IV. New Collaborative Filtering Algorithm 

Traditional collaborative filtering uses similarity measuring 

to find neighbors. But in this paper, first we normalize 

database, then we use distance measuring instead of similarity 

measuring. At the end we represent a new method to produce 

predictions based on neighbors’ opinion. The rest of this 

section includes steps of our proposed algorithm. 
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A. Data Normalization 

At first we should normalize the database. The User-Item 

dataset is not smooth and the distribution of rating is not 

uniform; the minority of items has much more rating chances, 

while the majority of the items have much less rating chances. 

The ratings should be normalized based on different 

preferences.  It leads to more accuracy according to the 

experiments. The normalization is introduced as follows (see 

Formula (6): 

(6) 
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where ru,i is the rating of user u on item i. meani denotes the 

mean of rating values on item i. vari is the variance of rating 

values on item i [25]. In this paper ru,i  means the real rating 

user u on item i, and 
norm

iur ,  means the normalized rating of 

user u on item i. 

B. Distance measuring 

The normalized database is used by this section. Our 

approach assumes all instances of database correspond to 

points in the n-dimensional space In. 

 

User1= (rnorm11, rnorm 12,…, rnorm 1n) 

User2= (rnorm 21, rnorm 22,…, rnorm 2n) 

… 

Userm= (rnorm m1, rnorm m2,…, rnorm mn) 

and 

Item1= (rnorm 11, rnorm 21,…, rnorm m1) 

Item2= (rnorm 12, rnorm 22,…, rnorm m2) 

… 

Itemn= (rnorm 1n, rnorm 2n,…, rnorm mn) 

 

where the rnorm ik in the Useri and the rnorm ik in the Itemk 

denotes the normalized rating of user i on kth item. The 

distance between Useri and Userj, or between Itemi and Itemj 

is given by different distance measures in Table. 2 [18], [9], 

[11]. 

Distance is known as a quantitative value of how far apart two 

points are. It is a scientific and mathematical definition of 

distance. The opposite of distance is Similarity, or on the 

other hand the synonym of distance is Dissimilarity. This 

paper denotes a distance as d and a similarity measure as sim. 

Notice a high similarity leads to a low distance. In distance 

based method we suppose all users correspond to points in the 

n-dimensional space. The nearest neighbors of a user will be 

defined by a distance measure. 

The main distance measures listed in Table 2. Minkowski 

distance of order γ is shown in it.  The Minkowski distance is 

introduced as Euclidean distance When γ=2, as City block 

distance when γ=1, and as Chebyshev distance when γ=∞. 

Minkowski is a general form of Euclidean, City block and 

Chebyshev distances. Sørensen, Gower, Canberra and 

Lorentzian distances are given in Tab. 2 [9]. 

C. Selecting Neighbors 

As we said the traditional collaborative filtering uses 

similarity measuring. But in this paper, we use distance 

measuring of instead of similarity (6) [34]. You can select any 

one of distance measures in Table 2. The defined distance 

measures compute the distance between Useri and Userj, that 

they are listed in Table. 2. These measures are used instead of 

the users’ similarity measures in the section 2.1.  

According to the section 2.2 there is a top-N selection method 

for selecting neighbors. In addition to this selection method, 

we introduce a clustering method that uses K-means 

algorithm to cluster dataset and select nearest neighbors. 

Clustering is a method to make several groups of similar data. 

It divides data into groups or “clusters” such that similar 

points are in same cluster and dissimilar points are in 

different clusters. In this paper we use k-means clustering that 

is the most important algorithm in data mining [28]. Also we 

employ a distance measure of Tab. 2 instead of similarity 

formulas which were used in collaborative filtering. 

Following pseudo code in Fig. 1 shows the base of this 

clustering. 

 

 

Figure 1. K-means Algorithm 

 

The input of this algorithm is the rating dataset, and the 

output will be a set of cluster centers and cluster memberships. 

k users from User-Item Dataset randomly are selected and 

assigned these k users as initial set of cluster centers C [9], 

[18], [30]. 

D. Producing Predictions 

In this step we have already had k clusters such that each 

cluster includes similar users as neighbors. Now, we want to 

compute the unknown scores of the active user to the items. At 

first we introduce discrete-valued target function of the form f: 

In → R (7) where R is the finite set of rating range. For 

example if the rating range is between 1 and 5, then R= {1, 2, 

3, 4, 5}. Function f denotes the rating of each user on items. 
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 where Neighbors are all user in a cluster that includes u, and 

fn,i is the rating of usern on itemi. The value fu,i is the result of 

this algorithm and it is the most common value of f among the 

Neighbors. If there is more than one maximum value for fu,i , 

then you can use the mean value of maximum values [11]. 

 

 

Figure 2. Proposed Algorithm structure 

 

We have illustrated the structure of our proposed algorithm 

with an example. The rating range is between A and E. Fig. 2 

shows a summary of our algorithm. In this example we want 

to predict a score for user i on item j. At first we normalize our 

dataset. Then we should find neighbors of user i. we have two 

options, we can select top-N nearest neighbors or we can 

cluster our dataset to k clusters. Finally we use voting to find 

prediction. Fig. 2 shows rate E is our prediction. 

V. Distance Weighted Algorithm 

We introduce a useful refinement to this algorithm. It assigns 

a weight to each of the neighbors according to their distance 

to the active user. It gives greater weight to nearest neighbors. 

This can be developed by replacing  fu,i in the first line of last 

formula (7) by this following formula: 

(8) 
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In this idea, the most popular score of neighbors’ to the target 

item rating in a cluster will be the prediction for the unknown 

score [11]. 

 

Table 2. Definition of Distance Measures 
Measures Formulas 
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VI. Experimental Result 

All our experiments were performed using MATLAB. We ran 

the program on a Windows based NoteBook with 

IntelCore2Duo processor having a speed of 2.66GHz and 

4GB of RAM.We implemented the traditional collaborative 

filtering algorithm with the three types of similarity measures. 

We implemented the new proposed algorithm as well. We 

compared their accuracy based on the size of neighborhood 

and the time of process. 

A. Dataset 

We use MovieLens collaborative filtering data set: 

(http://www.grouplens.org/) to evaluate the performance of 

our proposed algorithm. 943 users rated on 1682 movies and 

every user has at least 20 ratings. The users rated the movies 

between 1 and 5. We divided User-Item rating dataset into 

80% of the training set and 20% of the test set. Also we use 

5-fold cross validation for our results. 

B. Metrics 

The most widely used metric in collaborative filtering 

researches is Mean Absolute Error (MAE), which calculates 

the average of the absolute difference between the predictions 

and real ratings (see Formula 10). Various recommender 

systems use different numerical rating scales. Normalized 

Mean Absolute Error (NMAE) normalizes MAE to express 

errors as percentages of full scale (see Formula 11). NMAE is 

a metric to measure the accuracy of recommender algorithms, 

too. We use this metric to compare our proposed approach 

with other collaborative filtering methods.  

 

(10) 
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Where n is the total number of ratings-prediction pairs, 

predictionu,i is the predicted rating for user u on item i, and 

realu,i is the actual rating. The lower MAE denotes more 

accurate and better prediction. 

(11) 

minmax rr

MAE
NMAE




 

Where rmax and rmin are the upper and lower bounds of the 

ratings. In the other hand NMAE is normalized form of MAE 

[7], [9], [28]. 

C. Compare 

In this section we represent our result and compare the 

proposed collaborative filtering algorithm with the traditional 

collaborative filtering. These results are mainly divided into 

two parts: accuracy result and performance result. We 

compare the algorithms with the sensitivity of size of 

neighborhood. The size of neighborhood has considerable 

impact on the recommendation quality. We evaluated our 

approach with NMAE to compare. 

D. Accuracy 

We compare the accuracy of our proposed algorithm with the 

basic collaborative filtering. The results in Tab. 3, Tab. 4  , 

Fig. 3 and Fig. 4 show our approach is more accurate 

(approximately 60%) than the basic collaborative filtering. 

They show our proposed collaborative filtering has a 

satisfactory quality of recommendation with various sizes of k 

for clustering and N for top-N nearest neighbors. The NMAE 

for user-based and item-based collaborative filtering is 

around 85%, but it is around 25% in our experiments. And it 

is a great deal of change. 

Table 3. Traditional Collaborative Filtering 

 NMAE Time(sec) 

User-based CF 0.84 15030 

Item-based CF 0.89 386 

 

Table 4. Proposed Algorithm using Clustering 

 NMAE Time(sec) 

Proposed Algorithm-Euclidean distance 0.21 161 

Proposed Algorithm-Cityblock distance 0.22 1186 

Proposed Algorithm-Chebyshev distance 0.29 385 

Proposed Algorithm-Sorencen distance 0.26 311 

Proposed Algorithm-Gower distance 0.25 421 

Proposed Algorithm-Canberra distance 0.28 904 

Proposed Algorithm-Lorentzian distance 0.29 1000 

 

 

Figure 3. Accuracy comparison-(using top-N nearest neighbors for proposed 

algorithm) 
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Figure 4. Accuracy comparison-(using clustering for proposed algorithm) 

E. Performance 

In this part we want to compare the scalability of the 

algorithms. As we discussed the collaborative filtering 

algorithm suffers from the scalability problem. With the 

growth of user-Item dataset, the time of generating 

recommendations increases especially in user-based 

algorithm. Our approach is less time consuming than 

traditional user-based collaborative filtering but it does not 

have major difference with item-based collaborative filtering. 

Our proposed algorithm with different distance measures is 

about one tenth of the traditional user-based running time. 

We performed this experiment with various sizes of 

neighborhood and k (see Fig. 4 and 6). 

Table 5. Proposed algorithm using top-N nearest neighbors 

 NMAE Time(sec) 

Proposed Algorithm-Euclidean distance 0.37 560 

Proposed Algorithm-Cityblock distance 0.29 891 

Proposed Algorithm-Chebyshev distance 0.33 702 

Proposed Algorithm-Sorencen distance 0.44 531 

Proposed Algorithm-Gower distance 0.43 654 

Proposed Algorithm-Canberra distance 0.32 1092 

Proposed Algorithm-Lorentzian distance 0.31 1231 

 

 

Figure 5. Time comparison-(using top-N nearest neighbors for proposed 

algorithm) 

 

Figure 6. Time comparison-(using clustering for proposed algorithm) 

VII. Conclusion 

A recommender system is presented as a Web-based 

application that is known for its usage on e-commerce 

personalized Web sites, with the purpose of helping 

customers in the decision making and product selection 

process by providing a list of recommended items. 

Recommender systems employ information filtering 

algorithms to predict items. The most successful algorithm in 

this field is Collaborative Filtering. Even though this 

algorithm is the best, it suffers from poor accuracy and high 

running time. To solve these problems this paper proposed a 

personalized recommendation approach based on distance 

measure. We use k-means clustering algorithm for finding 

neighbors. At the end we produce recommendations based on 

users’ voting and opinion. This research considers the users 

are m points in n-dimensional space. The distance measures 

calculate the distance between two users. We implemented all 

algorithms with MovieLens dataset and then we compared the 

results. The results showed our approach is more accurate and 

more time-consuming than the traditional algorithm.  
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