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Abstract:
The volume of electronic transactions has raised a lot in last
years, mainly due to the popularization of e-commerce, such
as online retailers. We also observe a significant increase in the
number of fraud cases, resulting in billions of dollars losses each
year worldwide. Therefore it is important and necessary to de-
veloped and apply techniques that can assist in fraud detection,
which motivates our research. This work aims to apply and
evaluate some computational intelligence techniques to identify
fraud in electronic transactions, more specifically in credit card
operations. In order to evaluate the techniques, we define a con-
cept of economic efficiency and apply them in an actual dataset
of the most popular Brazilian electronic payment service. Our
results show good performance in fraud detection, presenting
significant gains in comparison to the actual scenario of the
company.
Keywords: Fraud Detection; e-Business; Data Mining; Computa-
tional Intelligence; Bayesian Networks; Logistic Regression; Neu-
ral Networks; Random Forest;

I. Introduction

We have witnessed a significant increase in electronic trans-
actions during the last decades, mainly due to the e-
commerce popularization. This popularity, coupled with the
large amounts involved and the sensitive information such
as Social Security and credit card number, has attracted the
criminal’s attention. According to Bhatla et al. (2003) [1],
the rate at which fraud occurs on the Internet is 12-15 times
higher than in the “physical world”, so that the sales on the
Web represent a significant threat to merchants. According to
the Mindware Research Group (2011) [2], it is estimated that
the total North America on-line sales revenue loss associated
with frauds in 2011 was approximately US$ 3.4 billion, an
increase of US$ 700 million compared to 2010.
Considering that the fraud in electronic commerce has been
increasing consistently and represents significant losses for

business, the prevention and detection of fraud is becoming
key to the success of the e-markets. There are a number of
challenges in combating fraud, such as the volume of data
to be analyzed. Sales through the Internet involve millions
of transactions per day. In Brazil, according Mindware Re-
search Group (2011) [2], the number of buyers on-line was
23 million in 2010 and this represented a growth of 35% over
the previous year. This huge volume of information makes
the manual analysis of each transaction in order to decide
whether or not it is fraudulent unfeasible. Moreover, this is
clearly a classification problem that is hard to solve, since
a fraud transaction does not occur frequently and conditions
that characterize fraud may vary significantly between fraud-
sters and over the time.
Thus, there is a need for novel computational theories and
tools to help human beings in this non-trivial classification
task. Moreover, many fraud detection problems occur in
huge amounts of data. For instance, the credit card company
Barclaycard has about 350 million transactions per year just
in the United Kingdom. The Royal Bank of Scotland, which
has the largest credit card market in Europe, has more than
one billion transactions per year [3]. The processing of these
datasets looking for fraudulent operations requires fast and
efficient algorithms.
In this context, data mining techniques have been relevant in
solving these problems since it can deal with a large amount
of data. In this work we apply and evaluate computational
intelligence techniques to identify fraud in electronic trans-
actions, more specifically in credit card operations. In or-
der to evaluate the techniques, we propose a concept of eco-
nomic efficiency and apply them in an actual dataset of the
most popular Brazilian electronic payment service, which
has thousands of transactions per day. We check that im-
balanced classes are a factor that directly impact on the pre-
diction quality. Some results present significant gains, up to
almost 27%, when compared to the actual fraud detection
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procedures used in the company. This work is an extended
version of a paper published in NWeSP’12 [4]. In this arti-
cle we have improved the experiments, providing new results
and conclusions about them. Moreover, we also provided
more details about the case study and explanations about the
computational intelligence techniques that we have applied
in this actual scenario.
The remainder of this paper is organized as follows. Sec-
tion II describes some related work. Section III describes the
fundamentals of the most relevant computational intelligence
techniques used here. Section IV describes our case study,
which uses a representative sample of actual data from a large
Latin American Internet Service Provider, where we present
a dataset overview and some dataset characterizations. Sec-
tion VI describes our experiments using computational intel-
ligence techniques and the results. Section V describes our
Methodology and the process to evaluate the techniques per-
formance. Finally, section VII presents the conclusions and
future work.

II. Related Work

There are several researches that develop methods to detect
fraud [5, 6, 7] and we can realize that these methodologies
can differ significantly due to the peculiarities of each fraud
type. However, it can be noticed that the data mining tech-
niques have been widely used in fraud detection regardless
of the methodology adopted. This is because these tech-
niques allow the useful information extraction in databases
with large volumes of data.
Due to the importance of the fraud detection problem,
we may distinguish several works that discuss the subject.
Thomas et al. (2004) [8] propose a very simple decision
tree that is used to identify general fraud classes. They also
propose a first step towards fraud taxonomy. Vasiu and Va-
siu (2004) [9] propose a taxonomy for computer fraud and,
to build it, employ a five-phase methodology. According
to the authors, the taxonomy presented was prepared from
a fraud preventing perspective and may be used in various
ways. Chau et al. (2006) [10] propose a methodology called
2-Level Fraud Spotting (2LFS) to model the techniques that
fraudsters often use to carry out fraudulent activities and to
detect offenders preventively. This methodology is used to
characterize the auction users on-line as honest, dishonest,
and accomplices.
There are several studies that develop methods for fraud de-
tection [5, 7], and their analysis show that, as a consequence
of frauds specificities, these methodologies may differ signif-
icantly as a function of the particularities of each fraud type.
However, we can notice that the data mining techniques have
been widely used in fraud detection regardless of the method-
ology adopted. This is because these techniques support the
extraction of useful information in databases with large vol-
umes of data. Phua et al. (2005) [11] perform a compre-
hensive study of numerous works related to fraud detection
using data mining and present those methods and techniques
as well as their limitations. According to the authors, there
are three approaches on which these algorithms are based:
supervised strategy, unsupervised strategy and hybrid strat-
egy.
In the supervised strategy [12], learning algorithms exam-

ine all transactions, previously labeled, to mathematically
determine the profile of a fraudulent transaction and to es-
timate their risk. In the unsupervised strategy [13], the meth-
ods do not require prior knowledge of the fraudulent and
non-fraudulent transactions. On the other hand, they detect
changes in behavior or unusual transactions. Another brief
overview of different [14] fraud types also shows related
works that use Genetic Programming to make fraud predic-
tion.
In unsupervised strategy with unlabeled data, unsupervised
methods do not require prior knowledge of fraudulent and
not fraudulent transactions. On the other hand, changes in
behavior are detected or unusual transactions are identified.
Examples of these techniques are Clustering and Anomaly
Detection. Netmap [15] describes how the clustering algo-
rithm is used to form well-connected data groups and how
it led to the capture of the real insurance fraudsters. Bolton
and Hand [13] proposed a fraud detection in credit card us-
ing anomalies detecting techniques in transactions. Abnor-
mal behaviors are identified in spending and how often they
occur is used to determine which cases may be fraud.
In the hybrid approach (supervised and unsupervised) there
are researches using data labeled with supervised and unsu-
pervised algorithms to detect fraud in insurance and telecom-
munications. Unsupervised approaches have been used to
segment data into groups to be used in supervised ap-
proaches. Williams and Huang [16] apply a three step pro-
cess: k-means for detecting groups, C4.5 for decision mak-
ing, and statistical summaries and visualization tools to eval-
uate the rule.
The Artificial Immune Systems (AIS) was used by Gadi et al.
[17] and Wong et al. [18], providing good results to detect
fraud in credit card transactions. [17] also uses Neural Nets,
Bayesian Nets, Naive Bayes and Decision Trees. SVM is
another technique that can be used in the credit card context.
Hens and Tiwari [19] used SVM to create a credit scoring
model to reduce the risk on to the news applicant. In order to
reduce the computational time the authors made a stratified
sampling of their data.
These related works motivate us to study and choose some
techniques to apply to our fraud detection scenario and eval-
uate them using a real dataset.

III. Fundamentals

This section describes the techniques we apply and evaluate
in this work: Bayesian networks (BN) (Section III-A), lo-
gistic regression (LR) (Section III-B), Radial Basis Function
(RBF) neural networks (NN) (Section III-C), random forest
(RF) (Section III-D), Support Vector Machines (SVM) ande
Sequential Minimal Optimization (SMO).
RBF is a combination of radially symmetric nonlinear basis
functions. In a supervised training the RBF creates a discrim-
inant function for each class [20]. SVM is a Kernel-based
machine learning technique that constructs hyperplanes to
use in regression or classification [21]. SMO takes, heuris-
tically, two points at each step so that the problem could be
solved analytically [21].
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A. Bayesian Networks

Bayesian Networks (BN) are directed acyclic graphs that rep-
resent dependencies between the variables of a probabilistic
model, where each node in the graph represents a random
variable and the arcs represents the relationships between
these variables [22], as showed by Figure 1, where the event
A depends directly of event D that depends directly of event
B and H, and so on. And e is an independent event.

Figure. 1: Bayesian Network - Description.

The mathematical definition for BN is derived of Bayes the-
orem, which shows that conditional probability of an event
Ai given an event B, can be calculated by Equation 1.

P (Ai|B) =
P (B|Ai)P (Ai)

P (B)
(1)

where P (Ai|B) is the probability of A when B occurs.
In fraud detection problem the BN is unknown, therefore to
build the BN graph it is need to learn it from the data. From
the BN graph, we can calculate the set of dependent variables
to happen a fraud (conditional probability), using Equation
1. Before calculating the conditional probability, we can find
the probability of fraud applying Equation 2 [23].

P (xi, ..., xn) =

n∏
i=0

P (xi|Parents(Xi)) (2)

, where Parents(Xi) are determined by a graph as showed
by Figure 1.

B. Logistic Regression

Logistic Regression (LR) is a statistical technique that pro-
duces, from set of explanatory variables, a model that can
predict values taken by a categorical dependent variable.
Thus, a regression model is used to calculate the probabil-
ity of an event, through the link function described by the
following Equation:

π(x) =
e(β0+β1x1+β2x2+...βixi)

1 + e(β0+β1x1+β2x2+...βixi)
, (3)

where π(x) is the probability of success when the value of the
predictive variable is x. β0 is a constant used for adjustment
and βi are the coefficients of the predictive variables [24].

In order understand LR, it is important to explain the concept
of Generalized Linear Models (GLM). This consists of three
components [25]:

• A random component, which contains the probability
distribution of the dependent variable (Y).

• A systematic component, which corresponds to a linear
function between the independent variables.

• A link function, that is responsible for describing the
mathematical relationship between the systematic com-
ponent and random component.

The binary LR model is a special case of the GLM model
with the logit function. This function is used to get the esti-
mation of coefficients [26]. Then, we apply these coefficients
in Equation 3 that result in our fraud probability.

C. Neural Networks

A Neural Network (NN) is an interconnected assembly of
simple processing elements, units or nodes, whose function-
ality is loosely based on the animal neuron [27]. The pro-
cessing ability of the network is stored in the inter-unit con-
nection strengths, or weights, obtained by a process of adap-
tation to, or learning from, a set of training patterns.
Generically, the processing in a neuron consists of a linear
combination of entries (xj), which can be described by Equa-
tion 4:

net = w1 ∗ x1 + w2 ∗ x2 + ...+ wD ∗ xD

=

D∑
j=1

wjxj = wT ∗ x (4)

, where wj is a weight associated with the input (xj). This
weight shows the intensity wherewith a particular input influ-
ences the output value. The calculated value (net) is applied
in an activation function that can be Linear, Step, Ramp, Sig-
moid, Hyperbolic Tangent or Gaussian. [28]
The NN model used was MultiLayer Perceptron (MLP),
which has the ability to classify non-linearly separable re-
gions [29], appropriate for our fraud detection approach.
The training was done using the Levenberg-Marquardt algo-
rithm [30], because it is fast and can achieve good results.
We perform a set of experiments to determine the best NN
configuration, that is, a network with two layers: the first
(hidden layer) containing ten neurons and the second (output
layer) containing one neuron.

D. Random Forest

The Random Forest (RF) algorithm was proposed by Brei-
man [31] based on the use of trees to product classifica-
tion. Breiman’s definition to algorithm is: “A RF is a clas-
sifier consisting of a collection of tree-structured classifiers
h(x, θk), k = 1, ... where the θk are independent identically
distributed random vectors and each tree casts a unit vote for
the most popular class at input x”.
The classifier quality or performance can be measured by a
high value of probability P(h(X) = Y ). The vector X rep-
resents the variables of the problem and Y is the response.
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Given a observed dataset

((x1,1, ...x1,n), (x2,1, ...x2,n), ..., (xk,1, ...xk,n)) = D

and let B be the number of trees and m the number of fea-
tures. The Algorithm 1 describes the RF.

Algorithm 1 Random Forest Algorithm

for N = 0, .., B do
Di ← Bootstrap sample from D
Ti ← Contruct tree using Di

for node = 1, .., No.Nodes do
nodei ← choose random subset m of all features.

end for
end for
X ← take the majority vote for all trees

Other ensemble methods can be seen in [32].

IV. Case Study: Characterization

This section presents our case study, where we apply our
techniques to characterize electronic transactions. These
characterizations allow a better understanding of the problem
and provide a way to select some attributes from the dataset,
which will be used in the fraud detection process [33].
Analyzing the transaction values we decided to take off those
ones with values greater than US$7501, which can be defined
as outliers. These values, which correspond to less than 1%
of the whole dataset, generate noise on the sample that could
let to a misunderstanding.

Valid transactions Chargeback transaction

Average 40.92 99.57value (US$)

Standard 74.35 133.33deviation (US$)

Median (US$) 15.14 44.20

Coefficient 1.82 1.34Of Variation

Table 1: Basic Statistics of April 2011

Table 1 presents the basic statistics of our dataset. It shows
that average value of chargeback transactions is greater than
valid transactions. This analysis motivates us to select this
attribute as an important element to help classifying charge-
back transactions.
Figure 2 shows the cumulative distribution function (CDF),
where we can observe that valid transactions with values
lower than US$50.00 correspond to 80%, and 55% for
chargeback ones. Thus, we can see that in general valid trans-
actions present lower values than chargeback ones.
Figure 3 presents the average transaction value per hour for
chargeback and valid transactions, where we can note that
the average values of chargeback and valid transactions have
a different behavior over the time of the day. The first one

1We use the R$2.00 as dollar quotation

 0

 20

 40

 60

 80

 100

 0  75  150  225  300  375  450  525  600  675  750

Tr
a
n
sa

ct
io

n
 N

u
m

b
e
r 

(%
)

Transaction Value (US$)

Valid transactions
Chargeback transactions

Figure. 2: Volume of transactions by value category

varies during the hours of the day, while the other one is al-
most constant. As we have already observed only a small
change in transaction values, it is important to note here that
chargeback presents different behavior during the time of the
day, which can be considered important to help in fraud clas-
sification process. In the figure the thin lines represent the
standard deviation for each column value.
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Figure. 3: Average Transaction Value by the time of the day

Figure 4 shows the influence of the buyer age in the fraud
occurrence. It shows that users between 25 and 35 years old
buy more than other age ranges, but the relative number of
chargebacks is greater than valid transactions over 40.
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Figure 5 shows the risk of chargeback related with the credit
card operator. A greater risk can be explained by the different
rules that each credit card operator specifies.
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A high risk means that operators have a relation
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greater than other ones.
These are some examples of characterizations that we have
performed in our work, which can contribute with the effi-
ciency of the computational intelligence techniques.

V. Methodology

We have in our dataset more than 30 attributes but not all
of them are suitable to apply to fraud detection. Some at-
tributes, such as user id, credit card number and phone num-
ber, were excluded to guarantee the model generality. The
characterization presented in section IV has great importance
to a better understanding the problem, the data related to it
and thus exclude outliers values that could disturb the model.
We also use the Information Gain, Chi-square (X2) [34] and
Correlation-based Feature Subset Selection [35] to find the
most relevant attributes to fraud detection. We conclude, af-
ter this process, that the following attributes are the best set
to use in fraud detection:

• Value: numeric attribute with the transaction value.

• Hour : numeric attribute with the transaction hour.

• Day of the Week: numeric attribute representing the
day of the week.

• Flag CPF2: binary attribute assigned to 1 when user’s
CPF differs from the CPF of the Credit Card Owner.

• DDD: Long Distance Call Number.

• Flag Dispute:binary attribute assigned to 1 when a reg-
istered user starts a dispute with a seller due to any prob-
lem with the transaction.

• Flag Postal Code: binary attribute assigned to 1 when
the Postal Code of the Credit Card Owner differs from
the delivery address.

• Seller Main Category: numeric attribute with the main
category of the seller.

2“Natural Persons Register”, is a number provided by the Brazilian rev-
enue agency to identify a taxpayers

• Credit Card Owners Age: numeric attribute with the
age in years of the credit card owner.

• Status Serasa3: numeric attribute in response to a
Serasa request about the CPF of the Credit Card owner.

• Number of Installments: numeric attribute with the
number of transaction installments.

• Credit Card Operator: numeric attribute to the Credit
Card Operator.

• Number of distinct items: numeric attribute with the
number of distinct items of the transaction.

• Flag Registered User: binary attribute assigned to 1
when this is a registered user.

Beyond the attribute selection we also have the problem of
imbalanced dataset with the minor class with 0.58% of the
samples. To minimize this, we create two different datasets.
Real Set (RS) is a dataset composed by all transactions in
weeks 1 to 3 for training and the remained weeks of the
month for test. The Modified Set (MS) was formed taking
all chargebacks in weeks 1 to 3, but only 10% of the valid
transactions. This increases the chargebacks for all transac-
tions ratio to 5.98% and was random to keep the generality.
The test set is the same for both datasets and has 0.63% of
chargebacks.
In our problem, Precision and Recall is not the best mea-
sures to evaluate the performance of the techniques. Thus,
in conjunction with ours Fraud Specialists we proposed the
concept of Economic Efficiency, as presented by Equation 5
and Equation 6. The Gain (G) represents the financial value
of the true positive transactions, rate (r) is a percentual that
the company gains in a successful transaction, the Lost (L) is
the financial value of false negative transactions and n is the
number of transactions that we have.
In Equation 5 EENP is the Economic Efficiency with No
Penalty

EEnp =

n∑
j=1

Gj ∗ r − Lj ∗ (1− r) (5)

,
and on Equation 6 EEWP is the Economic Efficiency With
Penalty.

EEwp =

n∑
j=1

Gj ∗ r − (Lj ∗ (1− r) +NGj ∗ p) (6)

, the penalty ratio was defined by the Fraud Specialists to
be 1%. NG (No Gain) represents the transaction financial
value of the misclassification. This is an improvement from
a previous work [4].
In this equation there is a penalty ratio to each misclassifica-
tion of the algorithms. The approach chosen here is different
than Gadi et al. [17] that use an average loss of $100 for
every undetected fraud. The major difference is that here we
consider the loss as a percentual value of the transaction. Pro-
ceeding this way the behavior of each one of the algorithm

3Serasa Experian is leader in analysis and information for credit deci-
sions and business support.
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Figure. 6: Model describing the main methodology steps

can be measured in terms of the real gain or loss in a real case
study, as the presented in the paper.
We apply these equations in a ranking sorted by fraud prob-
ability assigned to each transaction. At the top of it are those
with the highest fraud probability. Applying these formulas
in many ranking ranges provides us a position that maximizes
the profit for a given algorithm.

Unsorted
Id F. FP NPF
1 0 0,20 0,80

2 0 0,40 0,60

3 1 0,45 0,55

4 1 0,47 0,53

5 0 0,60 0,40

6 0 0,40 0,60

7 0 0,30 0,70

8 1 0,99 0,01

9 0 0,25 0,75

10 1 0,95 0,05

(a)

Sorted
Id F. FP NPF
8 1 0,99 0,01

10 1 0,95 0,05

5 0 0,60 0,40

4 1 0,47 0,53

3 1 0,45 0,55

2 0 0,40 0,60

6 0 0,40 0,60

7 0 0,30 0,70

9 0 0,25 0,75

1 0 0,20 0,80

(b)

Table 2: Table with the ranking to fraud detection. In (a)
are the unsorted results and in (b) are the results ranked by
the fraud prabability. “Id” is a transaction identifier, “F” is a
label that indicates if the transaction is a fraud or not, “FP” is
the Fraud probability and “NFP” is the Non-fraud Probability

Table 2 exemplifies proposed ranking for a hypothetical set
of 10 transactions. In Table 2a the registers are disposed in
same order in which they were provided to an algorithm. In

order to facilitate the visualization the fraud transactions are
colored with red background and in Table 2b the registers
are sorted by the Fraud Probability (FP). In this sample the
transaction with Id 3, background in blue, is the point in the
ranking with the major gain for the technique that produced
this classification.
Equation 7 gives a relative gain where 100% represents the
maximum possible gain and 0% is the actual scenario with-
out the use of any technique. The EEMax indicator is the
maximum gain that the company could have when all frauds
are detected and valid transactions are accepted. We use this
equation to compare all the techniques.

EE =
EE′ − EEReal

EEMax − EEReal
(7)

, and EE′ is one of these EENP or EEWP.
Figure 6 describes the main steps of our experimental
methodology, from data extraction to result analysis of the
computation intelligence techniques. Due to the impossibil-
ity and the risk of access the database of the system in pro-
duction, the proposed solution uses a reduced database of
the original one. The knowledge of the problem domain,
acquired previously, in conjunction with the assistance of
the application designer make possible to create this reduced
database to be used by the data mining and fraud detection
team.
Many companies also have restricted security rules to access
their production databases. In these cases the access of a
third part team is forbidden to avoid the risk to the opera-
tion of the Web service. The attribute selection is made in
conjunction with the characterization process. This step is
performed to enforce the knowledge of the application’s do-
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main and the data object of study. The next step consists of
the execution of the data mining and other techniques and the
evaluation of results. This is not a one way process, since the
results from step i can provide useful information to modify
the step i − 1, providing insights and new elements to the
fraud detection process.

VI. Case Study: Chargeback Prevention - Re-
sults

Figure 7a shows the results with the RS. LR and RF have
similar results until 0,4% of the ranking, then RF outper-
forms all techniques. We can observe that SVM and SMO
don’t present good results.
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Figure. 7: Economic Efficiency with No Penalty

The penalty case can be seen in Figure 8. Figure 8a presents
the results to the Real Set. The Random Forest algorithm is
the best choice all over the ranking. The Bayesian Network
and Neural Network having very similar curves up to 6% of
the ranking. Logistic Regression stay close to the previous
techniques up to 0.4% of the ranking and after 1.2% it start
to decrease its performance moving away from the previous
techniques. Just at the beginning of the ranking RBF got
negative results and at 0.4% it goes to the positive area but
did not maintain its growth. SVM and SMO go poor results
in a similar way as RBF.
Figure 8b shows the results with penalty to the Modified
Set. The Random Forest has a fast advantage comparison
with the other techniques. It stays with approximately 20%
of EEMS from 1.1% to 3.2% of the ranking. The Bayesian
Network was oscilating around 8% of EEMS from 0.5% to

2.5% of the ranking. The RBF and Neural Network have
similar behavior in their curves. SVM and SMO did not show
significant results.
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Figure. 8: Economic Efficiency with Penalty

Figure 9 can be used to analyze the fraud probability over the
ranking. To the case of EERS, see Figure 9a, the SMO set the
highest probalistic values up to 1% of the ranking and after
3% the values are more close to the values of the other tech-
niques. Despite the high probalistic value the SMO presented
the worst results together with the SVM. The Bayesian Net-
work e the second with the higher probalistic value to fraud
followed by the Random Forest. These two techniques start
with 0.5% but Random Forest decrease faster than Bayes.
The RBF did not show high values in these analyses and Neu-
ral Network and Logistic Regression have a faster decay of
probability value compared to the others.
To the case EEMS (Figure 9b) the SMO also show the high-
est values despite the quality of the final result. The Bayesian
Network also has higher probalistic value but present better
result than SMO. The Random Forest also got higher probal-
istic values like Bayes but here the decay of value was higher.
The Neural Network presented a very similar behavior, in
terms of probalistic value, as the Random Forest. The Logis-
tic Regression also has a fast decay and going to stay below
the RBF after 1% of the ranking.
The RBF and BN techniques presented similar results,
around 9% and 16%, respectively, in both experiments;
therefore we can conclude that the MS dataset has quite no
effect on its performance. The best result of NN was 15.33%
of EERS, which was the opposite of RF.
Table 3 summarizes the results presented before. Table 3a
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Figure. 9: Fraud Probability over the ranking

shows the results with No Penalty. RF shows the best re-
sults with EENP

RS of 19.74% and EENP
MS of 26.55%. On the

other hand, SVM presents an EERS of 2.36% and an EEMS
of 0.71%, thus there is quite no improvements compared to
the actual scenario. BN has the highest RecallRS of 28.92%
and RF presents the highest RecallMS of 29.13%. Table 3b
presents the results with Penalty. In these scenario Random
Forest also was the best with 16.41% of EEWP

RS and 21.14%
of EEWP

MS.

VII. Conclusion

We presented in this work an analysis of computational intel-
ligence techniques applied to predict fraud in Internet trans-
actions, more specifically in credit card operations. We eval-
uated Bayesian Networks (BN), Logistic Regression (LR),
Radial Basis Function (RBF), Neural Network (NN), Ran-
dom Forest (RF), Support Vector Machines (SVM) and Se-
quential Minimal Optimization (SMO). We presented the
concept of Economic Efficiency (EE) that is a more confi-
dent measure to a Fraud Specialist analysis than Precision
and Recall. This concept was presented in two variations,
the first, EENP is our cost function without penalty to any
misclassification, the second, EEWP address a penalty ration
of 1% to any misclassification of the algorithm. We also pro-
posed an alternative to the problem of imbalanced classes,
evaluating a modified dataset as training set that presents 10
times more transaction chargebacks. The results could be
used by e-commerce companies to improve the efficiency of
their fraud detection processes.

We apply our experiments in an actual dataset containing
thousands of transactions per day of the most popular Brazil-
ian electronic payment service, called PagSeguro. The work
shows that imbalanced classes were a factor that impacts on
the prediction quality. The achieved results present signifi-
cant gains when compared to actual scenario of the company
that adopts some fraud detection procedures. RF reaches
the best results with No Penalty of EENP

RS of 19.74% and
EENP

MS of 26.56%. With the Penalty equation Random For-
est also achieved the best results with EEWP

RS of 16.41% and
EEWP

MS of 21.14%.
The training set modification did not have a great impact on
BN and RBF, showing very similar results in both scenarios.
One explanation about NN behavior could be that our train-
ing set was not enough to identify regular transactions caus-
ing misclassifications and losses. As was expected all tech-
niques get worst results with the use of penalty and a loss
in Recall. Some techniques such as BN, LR and RBF lose
about 6 percentual points with the use of penalty showing
that in more rigid conditions some techniques are better than
the others. SMO and SVM had not presented good results
and with the disadvantage to be much more time consuming
than the other approaches although the penalty has a smaller
impact on its performance. The use of actual data, instead of
synthetic samples, also shows the applicability of this work
in similar Web application scenarios.
One of the challenges of this research is the nature of the
data, since they are very imbalanced with the minor class
with less than 1% and alternatives to deal with this problem
should be investigated in more detail. The use of a cost sen-
sitive evaluation [36, 37] is one possible alternative. Beyond
this, we could segment the dataset, by price or age, for exam-
ple, and analyze the performance of the techniques in these
different scenarios. We can also apply some undersampling
techniques to remove redundant noise and examples or over-
sampling to introduce instances of the minority class [38].
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