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Abstract— The quantification and prediction of inter-agent 

dependency requirements is one of the main concerns in Agent 

Oriented Requirements Engineering. To evaluate exertion load 

of an agent within resource constraints, this work provides a 

comparative analysis of Adaptive Neuro Fuzzy Inference 

System (ANFIS) and Artificial Neural Network (ANN). ANN is 

widely known due to its capability of learning the training data 

while ANFIS is a hybrid system that combines the potential 

benefits of both the methods- Fuzzy Inference System (FIS) 

and ANN. The performance analysis of these methods is 

accomplished using performance indicators-Coefficient of 

Correlation (CORR), the Normalized Root Mean Square Error 

(NRMSE) and Coefficient of Determination. It is observed that 

ANFIS results in highly correlated data points with least 

NRMSE over fitted with test data. Moreover decreasing rate of 

error in hybrid learning algorithm of ANFIS is found higher 

than back propagation of ANN learning algorithm. Mean 

execution time for both the methods is computed. Results show 

that the ANFIS outperforms ANN. Moreover ANFIS is 

equipped with the capability of generating a FIS with linear 

relationship in input-output data and hence facilitates 

analytical inference of fuzzy data, while ANN is limited to 

forecast the data using its learning potential. Hence employing 

ANFIS could be a good option to predict and customize 

dependency requirements in inter-agent communication.  

 

Keywords-component; Mamdani  Fuzzy Inference System 

(MFIS), Sugeno Fuzzy Inference System (SFIS), Adaptive 

Neural Fuzzy Inference System (ANFIS), Artificial Neural 

Network (ANN), Degree of Dependency (DoD), Multi-Agent 

System (MAS).  

 

I. INTRODUCTION  

In software engineering community, there is an ever 

increasing demand to amend and streamline software 

projects in terms of Multi-Agent Systems (MAS). MAS 

involves a large number of agents playing different roles, 

interacting with each other to achieve personal and common 

goals [1]. To achieve common goals, tasks are distributed 
and entrusted to other agents with a purpose to share 

proficiency and capability; to work in parallel or sequence on 

common problems. Agent Oriented Requirements analysis 

necessitates supporting ways for identifying and analyzing 

dependencies in inter-agent coordination. In literature 

various Requirements Engineering (RE) frameworks such as 

Formal Tropos [2], i*[1], REF [3] have been recommended 

for inter-agent coordination. Tropos [2] is well known 

methodology that exhibits diverse kinds of dependencies viz. 

goal, task and resource by employing agent interaction 

diagrams. i* [1] recommends a modeling framework that 
focuses on strategic actor relationships. REF [3] adopts 

graphical notations extensively simulated by i* framework. 

In this methodology, dependency links are employed to 

establish dependencies among two or more agents. 

All of the above Agent Oriented RE frameworks model 

inter-agent dependencies using various notations, diagrams 

and specification languages. However all these frameworks 

focus more on capturing various kinds of dependencies 

instead of its degree. Moreover, these frameworks do not 

support the ways to examine dependency needs of an agent. 

Degree of Dependency (DoD) is delineated as a metric to 

quantify an agent‟s dependency needs for delegating a goal 
in a distributed environment that would assist the developer 

in the selection of suitable service provider agents for 

accomplishing that goal. The evaluation of dependency 

needs of an agent using Adaptive Neuro Fuzzy Inference 

System (ANFIS) is obtained in our previous work [4, 5]. 

ANFIS is a hybrid system that combines the potential 

benefits of both the methods Artificial Neural Network 

(ANN) and Fuzzy Inference System (FIS).  

ANN is a system of interconnected computational 

neurons arranged in an organized manner to carry out an 

extensive computing [9, 10, 21]. It is widely known due to its 
capability of learning the training data. The most widely used 

training algorithm for neural networks is the back-
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propagation algorithm. Though ANFIS can also be trained 

using the back propagation training algorithm of ANN, but 

the hybrid approach used in ANFIS involves the least-mean-

square and standard delta method as the activation functions 

in forward and backward passes respectively and hence has 

the potential to converge faster by reducing the search space 
dimensions of the original pure back-propagation method 

used in neural networks.  

 ANFIS is a class of adaptive networks that is equipped 

with the capability of generating a Fuzzy Inference System 

(FIS) with linear relationship in input-output data. FIS is 

known for its capability of capturing the vagueness and 

ambiguity inherent in the human mind for decision making, 

reasoning and exposition of results in an environment of 

uncertainty and imprecision [8]. In ANFIS during the 

training process, training time is augmented exponentially 

with respect to the number of fuzzy sets per input variable 

used, therefore in order to reduce training time, ANFIS 
supports subtractive clustering to trim down the input 

dimensions by accumulating highly densed data points into a 

number of data clusters [17, 18]. As a result, this technique 

can be used with a large input-output data set at a very high 

speed.  

This study provides a comparison between ANFIS and 

ANN for evaluating DoD. The performance analysis of these 

models is accomplished using performance indicators-

Coefficient of Correlation (CORR), the Normalized Root 

Mean Square Error (NRMSE) and Coefficient of 

Determination. It is observed that ANFIS results in highly 
correlated data points with least NRMSE over fitted with test 

data. Moreover decreasing rate of error in hybrid approach of 

ANFIS is found higher than back propagation learning 

algorithm of ANN. Results show that the ANFIS 

outperforms ANN. Moreover ANFIS is equipped with the 

capability of generating a FIS with linear relationship in 

input-output data and hence facilitates analytical inference of 

fuzzy data, while ANN is limited to forecast the data using 

its learning capability. Hence ANFIS emerges as a good 

option to quantify dependency requirements in inter-agent 

communication.  

In order to compare the behavior of both the methods, the 
quantified values of DoDs using domain knowledge are used 

as a preprocessing step. As domain knowledge is vague and 

uncertain, therefore quantification of DoD necessitates a 

recourse to a method of fuzzy inference. As Mamdani Fuzzy 

Inference System (MFIS) [6, 7] is capable to devise the 

fuzzy relationship in the decision rules, therefore this method 

is employed to mimic the minds of decision makers in order 

to quantify values of DoDs. The Quantified values of DoD 

are utilized as the training and test data in order to predict 

and customize DoD using ANFIS as well as ANN methods. 

The organization of the paper is as follows. The Section 
II introduces MFIS. Section III briefly describes ANN, while 

section IV presents an introduction to ANFIS. Section V 

describes the frameworks for evaluating inter-agent 

dependency requirements. Section VI provides the details of 

experimental results in order to compare ANFIS and ANN 

for evaluating DoD and finally section VII concludes the 

paper.   

II. MAMDANI FUZZY INFERENCE SYSTEM (MFIS) 

Mamdani Fuzzy Inference System (MFIS) is widely 

known due to its ability to represent the vagueness and 
imprecise information in developing fuzzy models. It 

consists of the rules of the form “IF x1 is very less AND x2 is 

less THEN y is high,‟‟ where very less, less and high are 

linguistic terms with functional forms like Gaussian, 

Sigmoid, etc., also known as membership functions [6, 7, 22, 

28, 32, 34].  

 

 

 

 

 

 
 

 

 

 

 

It consists of few inputs, output(s), set of predefined rules 

and a defuzzification method.  The framework of MFIS for 

quantifying the values of DoDs using domain knowledge is 

shown in figure 1. Implication method is applied to evaluate 

each rule. Generally min operator representing the AND 

method is used for implication. Aggregation is employed to 
unify the outputs of all the rules resulting into a single fuzzy 

set. 

The aggregated output function is defuzzified in a single 

crisp number using a defuzzification method i.e. Centroid 

method [6, 7, 8].  

III. ARTIFICIAL NEURAL NETWORK (ANN) 

ANN is a structure of interconnected computational 

neurons arranged in a systematic manner to carry out 

substantial computing [9, 10, 21, 31]. It is extensively 

acknowledged due to its capability of learning the training 

data. Artificial Neural Network (ANN) architecture usually 

consists of input layer, hidden layer, and output layer. Each 
layer is composed of several processing neurons. The 

neurons in the input layer include the input values obtained 

from training data. Each neuron in the hidden layer processes 

the inputs into the neuron outputs. The most extensively used 

training algorithm for neural networks is the back-

propagation algorithm [9, 10]. 

Figure 1.  Structure of Mamdani Fuzzy Inference System 
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A. Back-Propagation Learning Algorithm 

Back-propagation is a feed forward, multilayer network 

that uses the supervised mode of learning [9, 10]. The 

number of inputs, outputs, hidden layers and neurons in each 

layer vary depending on the application. The firing strength 

of input values known as weights, is propagated to 
subsequent layer. In addition, biases are also propagated as 

the input data to the neurons. Biases are the additional 

weights that contribute in the adjustment of some activation 

function viz. sigmoid. The main objective of back-

propagation method is to adjust the values of weights and 

biases in such a manner so as to get the same value as the 

correct output value of network in training data set. The 

back-propagation cycle is illustrated in figure 2. 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

The back-propagation method upgrades the weights and 

biases in two passes. In forward pass, the inputs, weights and 

biases are injected to subsequent layer. The activation 

function is implemented in order to generate the weights for 

next layer. Finally output layer is ready to generate some 

output value. The generated and original values of output are 

utilized to derive the error which further is propagated back 
till input layer to adjust the weights and biases. This process 

of multiple forward and backward passes is repeated till error 

is less than error tolerance and network is ready to result in 

expected values of output as in training data.  

IV. ADAPTIVE NEURO FUZZY INFERENCE SYSTEM 

(ANFIS) 

The Adaptive-Neuro Fuzzy Inference System is a hybrid 

system that combines the potential benefits of both the 

methods ANN and FL (Fuzzy Logic) [10]. This system has 

been employed in numerous modeling and forecasting 

problems [10, 11, 12, 13, 14, 15, 16, 17, 33].  

ANFIS starts its functionality with the fuzzification of 

input parameters defining the membership function 

parameters and design of fuzzy IF-THEN rules, by 

effectively employing the learning capability of ANN for 

automatic fuzzy rule generation and self adjustment of 

membership functions. The learning capability in ANFIS 
works in a similar manner as a supervised-learning neural 

network. The system is trained with a set of data 

incorporating several inputs and one output. Once trained, 

the system functions precisely as a fuzzy expert system [16, 

18]. The ANFIS architecture is shown in figure 3. 

ANFIS is a five-layer network that carries out training in 

two-passes over a number of epochs. During each epoch, the 

node outputs are calculated up to layer 4. Finally at layer 5, 

resulted outputs of various nodes are aggregated to a single 

consolidated output value and the errors are propagated back 

through the layers in order to find out the premise parameter. 

 

        layer 1&2                            layer3        layer4       layer5 

    Backward pass                                               Forward pass 

 

 

ANFIS employs hybrid learning algorithm to learn from 

the input-output data [5]. As the training time increases 

exponentially with the number of fuzzy sets per input 

variable used, therefore to reduce training time, ANFIS 

supports subtractive clustering. The brief explanation of 

training algorithms and subtractive clustering is provided in 

the subsequent sub-sections.  

A. Hybrid learning algorithm 

The hybrid algorithm is a two-step process First, fixing 

the premise parameters, the node outputs are disseminated 

forward and the consequent parameters are evaluated by the 
least-mean-square method [5, 27]. Then, the consequent 

parameters are held fixed and the error signals with respect 

to each node are circulated from the output end to the input 

end. Thereafter the premise parameters are tuned by the 

standard back-propagation algorithm [25]. 

Figure 3. ANFIS Structure 
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Figure 2. Back propagation cycle 
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The main advantage of the hybrid approach is its 

potential to converge faster since it reduces the search space 

dimensions of the original pure back-propagation method 

used in neural networks [20]. 

B. Subtractive Clustering 

ANFIS employs hybrid training algorithm to learn from 

the input-output data. In either case, training time increases 

exponentially with the number of fuzzy sets per input 

variable used. Hence to trim down training time, subtractive 

clustering is employed prior to training process that reduces 

the input dimensions by accumulating highly dense data 

points into a number of data clusters [17, 18]. This makes 

ANFIS amenable to a large data set. 

The subtractive clustering algorithm generates data 

clusters with data points having the highest density measures 
[17]. These cluster centers contribute in ANFIS IF THEN 

fuzzy rules consisting of the Gaussian premise membership 

functions and first order Sugeno type consequent 

membership functions. The four parameters- range of 

influence, squash factor, accept ratio and reject ratio that 

contribute towards determining the data points to be chosen 

as cluster centers [17, 18] are briefly described as follows. 

 Range of influence: The range of influence specifies 

the cluster radius. Lesser the value of cluster radius, 

more the cluster centers and thereby more the identical 

number of rules.  The range of influence should be set 
in such a manner so as to obtain optimum number of 

rules. 

 Squash factor: Squash factor is the ratio of radius 

defining the neighborhood and the range of influence. 

To avoid closely spaced clusters, it is advisable to set 

the value of radius defining the neighborhood higher 

than the radius of cluster. The resultant value of squash 

factor would therefore be always greater than 1. As the 

value of squash factor is increased, the number of rules 

is monotonically reduced. Therefore in order to keep 

the optimum size of clusters and corresponding number 

of rules, the higher values of squash factors are 
discouraged.  

 Accept ratio: This ratio determines the potential of the 

data point to be chosen, as a fraction of the potential of 

the first cluster center, above which this data point will 

be accepted as a cluster center. 

 Reject ratio: Reject ratio is an indicative to reject a 

data point to be a cluster center, which is obtained from 

fraction of the potential of the first cluster center, below 

which a data point would be rejected as a cluster center. 

Simulation of ANFIS results in a Sugeno Fuzzy 

Inference System (SFIS) with a linear relationship in input-

output data that finally is utilized in analytical inference of 

data. The following section describes SFIS.  

C.   Sugeno Fuzzy Inference System (SFIS) 

The Sugeno Fuzzy Inference System (SFIS) is widely 

employed in establishing a relationship between a series of 

input and output sets. This relationship is represented by 

either a linear equation, called „„first-order Sugeno FIS”, or 

constant coefficient called as „„zero order Sugeno FIS. The 

structure of the consequent parts of the rule base for the 

first-order Sugeno model can be expressed by following 
linear function [5, 28]: 

          y = fm (X1 , X2 ……… . . Xk)                                 (1) 

where m: number of output membership functions and 

K: number of inputs. For instance, the SFIS having five 

inputs X1, X2, X3, X4, X5 and one output f, for the first-order 

Sugeno fuzzy model with output membership functions f1, 

f2, f3, f4, f5 and their firing strength W1,W2,W3,W4,W5 can be 

expressed as shown in figure 5. 

The rules generated in this model can be defined in the 

form of premise and consequent parameters. The premise 
parameters describe the shape of the membership functions, 

and the consequent parameters describe the output [13]. The 

rules have the following general structure: 

IF (X1 is A1) AND (X2 is B1) AND (X3 is C1) AND (X4 is 

D1) AND (X5 is E1) THEN Y=f1(X1,X2.....X5) 

where values of input membership functions 

A1,B1,C1,D1,E1 viz. Guassian membership function are 

determined by their premise values automatically adjusted 

by ANFIS as shown in figure 3. Similarly parametric values 

of consequent part viz. a1,b1,c1,d1,e1,r1 as shown in figure 5 

are also adjusted automatically by employing ANFIS. 

 

 Figure 5. First Order SFIS with five inputs and one 
output corresponding to ANFIS architecture 
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Figure 4. Forward and backward pass in hybrid algorithm 
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The other rules of similar type can be obtained by 

considering a larger training data set thus rendering the 

model closer to real-life.  

V. EVALUATION OF INTER-AGENT DEPENDENCY 

REQUIREMENTS 

Inter-agent communication is one of the key 

apprehensions of Agent Oriented requirements engineering. 

This apprehension is delineated in terms of inter-

dependencies and interaction among various agents carrying 

out collaborative activities. To accomplish cooperative 

activities, tasks are distributed and delegated to other agents 

with the intention of sharing mutual proficiency and potential 

[4, 5]. An agent may be dependent on other agent for 

carrying out a goal or for craving for a resource to achieve 

that goal [5]. This requires an agent to quantify the 

dependency needs entitled as DoD to comprehend whether it 

should entrust the task to another agent, if yes, then to whom 
so that overall quality of MAS is not compromised.  

To quantify an agent‟s dependency needs in a distributed 

environment, this work utilizes ANFIS as well as ANN. The 

details of the frameworks for evaluating DoD using ANFIS 

and ANN methods are provided in the following sub-

sections. 

A. Framework  for evaluating DoD using ANFIS 

The framework for evaluating DoD using ANFIS that 

characterizes inter-agent dependency requirements is 

described in three steps and is shown in figure 6. 

  
 

 

 

 

 

 

 

 

 

In step I, domain knowledge of a goal is inferred by 

domain experts to obtain fuzzy domain attributes and rule 

base.  In step II, the MFIS is applied to quantify DoD. Here 

the data set consisting of various values of domain attributes 

and DoD is decomposed in two parts- training and test data. 

In step III, ANFIS is employed using hybrid training 

algorithm with a view to developing a model of prediction 

and customization of DoD. Finally the model is validated 

against test data in order to ensure a high quality MAS of 

collaborative endeavours.  

The above steps are described in detail in subsequent 

subsections. 

1) Domain Knowledge 

Domain knowledge is defined as the knowledge about 

the environment in which the target system functions [19, 

20]. Domain knowledge is learned from domain experts in 
the problem domain. The domain knowledge embraces 

transactional information viz. credentials, documents, 

business rules and reports etc. required to specify the 

requirements. It is an area of expertise or application that 

needs to be investigated and converted into a set of rules in 

knowledge base, by knowledge engineers. As an information 

system is implanted in the domain knowledge of a specific 

business or activities in an organization, the acquaintance 

with target business area is indispensable to understand the 

problem [20]. 

2) Quantifying Dependency Requirements 

As domain knowledge is vague and uncertain, 
quantification of DoD among the agents necessitates a 

recourse to a method of fuzzy inference. As MFIS is capable 

to devise the fuzzy relationship in the decision rules, 

therefore this method is employed to mimic the minds of 

decision makers [4]. 

For designating a goal to other agents, an agent requires 

to assess its own dependency needs based on domain 

knowledge. The quantification of dependency requirements 

involves the fuzzification of domain attributes, formulation 

of knowledge rule base and finally application of a 

defuzzification method viz. centroid in order to obtain the 
crisp value of DoD. The details of quantification of DoD 

characterized by domain knowledge using MFIS have been 

exemplified in our previous work [4, 5].  

MFIS is simulated a number of times to obtain training 

and test data. 

 Training data: Training data is the data employed to 

train the system.  One set of various values of DoDs 

obtained from MFIS is treated as training data. 

 Test Data: Test data is the data which is employed to 

check the validity of the system. MFIS is simulated a 

number of times to generate the values to be treated as 
test data. 

3) Analytical Inferencing using ANFIS 

Inference of the relationship between domain attributes 

and DoD predicated by the ANFIS is critical for planning the 

optimum number of agents as well as determining the 

effectiveness of the MAS. Simulation of ANFIS results in a 

Sugeno Fuzzy Inference System (SFIS) with a linear 

relationship in input-output data that finally is utilized in 

analytical inference of data. The simulation of ANFIS with 

the optimized combination of reject ratio, range of influence, 

accept ratio and squash factor for subtractive clustering is 

illustrated in figure 7. 

Figure. 6 Framework for evaluating DoD using ANFIS  
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The SFIS obtained as the resultant of the simulation of 

ANFIS with a linear relationship in input output data works 

as the analytical inference model and is utilized to predict 

and customize the values of DoDs. The screen shot of SFIS 

developed in MatLab is illustrated in figure 8. 

 

 
 

B. Framework for evaluating DoD using ANN 

The framework for evaluating DoD using ANN involves 

quantification of values of DoDs as the pre-processing step, 

training the system using the learning algorithm and finally 
validating the system using test data. The frame work for 

evaluating DoD using ANN is illustrated in figure 9.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The architecture of ANN for predicting DoD involves 

input, output and a number of hidden layers. The input layer 

takes the input-output values from the training data and 

output layer results in the predicted values of DoD. In order 

to keep the similarity in the architecture of both the methods 
ANFIS and ANN, the number of hidden layers is taken as 3. 

As the excessive number of neurons would increase the 

complexity of the system and hence the training time, 

therefore number of neurons in each hidden layer is taken as 

approximately 2/3rd of the input parameters in the training 

data. The architecture of ANN involving weights and biases 

is illustrated in figure10. 

 
 

 

 

The framework for evaluating DoD using ANN is similar 

in many respects to the frame work of ANFIS. The 
quantification of DoD from domain knowledge using MFIS 

as a preprocessing step is similar in both the frame works. 

The difference lies in the training algorithms used by these 

methods. The most popular back propagation method is 

utilized as the training algorithm in ANN. Though ANFIS 

can also be trained using the back propagation training 

algorithm, but the hybrid approach used in ANFIS involves 

the least-mean-square and standard delta method as the 

activation functions in forward and backward passes 

respectively and hence has the potential to converge faster by 

reducing the search space dimensions of the original pure 
back-propagation method used in ANN [5]. Moreover 

ANFIS utilizes subtractive clustering as the part of its 

framework and trims down the input dimensions by 

accumulating highly densed data points into a number of 

data clusters [17, 18]. As a result, this technique can be used 

with a large input-output data set at a very high speed.  

Another difference lies in the output values generated in both 

the frame works. ANFIS results in a SFIS with a linear 

relationship in input-output data with a capability to predict 

as well as customize DoDs, while ANN is limited with the 

potential of forecasting the values of DoDs.  

Figure 8. Prediction of DoD using SFIS  
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Figure 7. Simulation of ANFIS 
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Figure 9. Framework for evaluating DoD using ANN  
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Figure 10. Architecture of ANN for evaluating DoD  
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VI. EXPERIMENT AND RESULTS 

 
In order to exhibit the behavior of ANFIS and ANN 

methods, an experiment was carried out for evaluating inter-

agent dependency requirements entitled as DoD in materials 

e-procurement MAS. Materials e-procurement MAS is 

composed of Purchase Head Agent, Raw Material Agents, 

Spares Agents, Packaging Agents, Consumable Agents and 

Miscellaneous Items Agents involved with procuring diverse 

items viz. raw materials, spares, packaging, consumable and 

miscellaneous for various projects distributed over various 

locations. 

The experiment was done on Intel CPU having 1.99 GB 

of RAM and speed 1.86 GHz. The Matlab software was 
employed to implement the frame works for evaluating DoD 

using ANFIS and ANN. The training and test data using 

domain knowledge was obtained as a preprocessing step of 

the frameworks that is described in the following sub-

section. 

A. Obtaining Training and Test Data 

Fifteen domain experts from materials management were 
involved to provide the assistance in formulating a 

knowledge rule base over five domain attributes namely 

Product Cost, Transaction Feasibility, Time Constraint, 

Product Quality and Transaction Nature [6]. The decision 

rules in rule base pertaining to raw materials were framed in 

the following manner [6]: 

“If (TransactionFeasibility is less) and (TimeConstraint is 

tight) and (ProductCost is high) and (ProductQuality is 

high)  and (TransactionNature is highlycritical) then (DoD 

is high)” 

The other rules were formulated in the rule base in a 

similar manner. MFIS was employed in order to quantify 
dependency needs using knowledge rule base. It was 

simulated a number of times and results were recorded in an 

input-output data set. This data set was divided in two parts-

one as training data as shown in table 1 and another as test 

data. The training data was employed to train the system 

while the test data was utilized for its validation.  

TABLE 1. QUANTIFICATION OF DOD W.R.T. VARIOUS DOMAIN  

ATTRIBUTES (TRAINING DATA SET) 

 

The fuzzy surface plots were obtained in order to depict 

the relationship between input and output variables. Figure 

11 exhibits the relationship between the input variables- 

Transaction Nature and Time Constraint and the output 

variable-DoD.  

 

 

DoD is found inversely proportional to Time Constraint 

and directly proportional to Transaction Nature. It signifies 

that highly critical items viz. raw materials used in producing 

the goods with tight time constraint require high DoD. 

Figure 11. DoD w.r.t. Transaction Nature, Time Constraint 
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Figure 12 exhibits that DoD is directly proportional to 

Product Cost as well as Product Quality. It signifies that high 

product cost and quality required in obtaining a goal 
necessitate high dependency requirements in the form of 

DoD.  

A comparative analysis of ANFIS and ANN methods for 

evaluating DoD is provided in the following sub-section. 

B. Comparative  Analysis  

The comparative analysis of the frameworks ANFIS and 

ANN for evaluating DoDs incorporates a number of 

assessment parameters viz. trend of generated data, best-

fitness of the test and predicted data, trend of error, 

capability of analytical inference and finally time analysis. 

The Normalized Root Mean Square Error (NRMSE) and 

Coefficient of Correlation (CORR) are used as the 
performance indicators to examine the fitness of predicted 

data against test data. 

RMSE is defined as the square root of the mean squared 

error and NRMSE is to normalize RMSE to the mean of the 

predicted values. 

RMSE =  
   Predicted data −Test data  2N

1

N
                  (2) 

NRMSE =  

RMSE

 
1

N
   Predicted data

N
1                              (3) 

where N is the number of data points in the training and 
test data. 

The statistical measure Coefficient of Correlation 

(CORR) is utilized to check how well the predicted values 

“fit” with the test data. In order to infer additional 

information regarding the predicted data, the square of 

Coefficient of Correlation entitled as Coefficient of 

Determination is employed [29]. It provides a measure of 
how well future outcomes are likely to be predicted by the 

framework. It is denoted as R2 and can be obtained using the 
following equation.  

R2 = 1 −
 (Test data −Predicted data

N
1 )2

 (Test data −MeanofTest data
N
1 )2                                (4) 

The value of R2 lies in between 0 and 1.0. It is used to 

describe how well a regression line fits a set of predicted 

data. The value of R2 near 1.0 indicates that a regression line 

fits the predicted data well, while value of R2 closer to 0 
indicates a regression line does not fit the predicted data very 

well.   

A comprehensive difference of ANFIS and ANN is 

provided in table2. It is observed that ANFIS results in 

highly correlated data points with least NRMSE over fitted 

with test data. Moreover decreasing rate of error in hybrid 

learning algorithm of ANFIS is found higher than back 

propagation of ANN learning algorithm. Mean execution 

time for both the methods is computed. Results show that the 

ANFIS outperforms ANN. Moreover ANFIS is equipped 

with the capability of generating a linear relationship in 

input-output data and hence facilitates analytical inference of 
data, while ANN is limited to predict the data using its 

learning capability.  

TABLE 2. COMPARATIVE ANALYSIS OF MFIS AND SFIS FOR 

EVALUATING DOD 

 Hence ANFIS emerges as a good option to quantify 

dependency requirements in inter-agent communication. The 

exhibition of the behavior of both the methods against a 

number of parameters viz. trend of data, best-fitness of test 

and generated data etc. are illustrated in the following sub-
sections. 

B.(i) Trend of Predicted data 

The trend of predicted data using ANFIS and ANN is 

illustrated in figures 13 and 14 respectively. Figure 13 

illustrates that predicted data using ANFIS is converging 

more to the regression line. Approximately 99.9% of the 

predicted data fits along the regression line, while in case of 

figure 14, 98.5% predicted data is converging to the 
regression line. Hence ANFIS appears as a better choice in 

predicting the values of DoDs more accurately. 

Factors ANFIS ANN 

Analytical  

Inference 

Prediction & Customization Prediction 

Execution time Less Comparatively 

high  

Capability of 

capturing fuzziness 

Using FIS Not available 

Error rate less high 

Correlation in test 

and generated data 

High Less 

Coefficient of 

Determination 

High Less 

Speed High Less 

Outputs generated SFIS having a knowledge rule 

base with the capability of 

prediction and customization of 

DoDs 

Predicted 

value of DoD  

Figure 12. DoD w.r.t. Product Cost, Product Quality 
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B.(ii) Best-fitness of Test and Predicted  Data 

Figures 15 and 16 illustrate the fitness of generated data 

over test data using back propagation of ANN and hybrid 

algorithm of ANFIS respectively. The CORR and NRMSE 

between predicted and test data using both learning 

algorithms, are shown in table 3. 

TABLE 3 COMPARATIVE ANALYSIS OF HYBRID AND BACK PROPAGATION 

LEARNING ALGORITHMS 

It was observed that hybrid algorithm resulted in highly 

correlated data points with least value of NRMSE over fitted 

with test data as illustrated in figure 16.   

 

 

 

 

 

 

B.(iii) Trend of Error 

Figures 17 and 18 illustrate the trend of errors using back 

propagation and hybrid learning algorithms of ANN and 

ANFIS respectively. These depict that error monotonically 

decreases with an increase in number of echoes.  
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Figure 13. Trend of predicted data using ANFIS 
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Figure 14. Trend of predicted data using ANN 
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Figure 15. Trend of predicted over test data using ANN 
(back propagation learning algorithm) 
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Figure 16. Trend of predicted over test data using ANFIS 
(hybrid learning algorithm) 
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Hence hybrid learning algorithm was found to be a better 

option used in ANFIS.  

B.(iv) Capability of Analytical Inference 

Inference of the relationship between domain attributes 

and DoD is critical for planning the optimum number of 

agents as well as determining the effectiveness of the MAS. 

Simulation of ANFIS results in SFIS with a linear 

relationship in input-output data that finally is utilized in 

analytical inference of data. This potential of SFIS would 

assist the developer to tailor inputs as per required level of 

DoD and facilitate analytical decision making for estimating 

the exertion load of an agent in a distributed paradigm. The 

rules in SFIS rule base are of the following type: 

 

 

 

 

where input membership functions viz. Mf1, Mf2 etc. are 

Gaussian functions that are automatically adjusted by 

learning the training data. The consequent part of the rule 

base discovered by ANFIS, specifies a linear relationship 

between input domain attributes and DoD that is utilized in 

the prediction and customization of DoDs within the 

resource constraints. The implication of subtractive 

clustering algorithm in ANFIS reduces number of rules in 
Sugeno rule base by accumulating highly densed data points 

into a number of clusters. Consequently the compact rule 

base enhances the analytical potential of the model within 

the resource constraints. 

On the contrary, ANN does not infer the data analytically 

and is only equipped with the potential to forecast the values 

of DoDs using the training data. 

B.(v) Time Analysis 

A data of 128 input values against the domain attributes 

Transaction Feasibility, Time Constraint, Product Cost, 

Product Quality and Transaction Nature, was employed to 

check the behavior of ANN and ANFIS in predicting various 

values of DoD.  

 
 
 

 

The input data for various domain attributes was framed 

to incorporate frequent variations as illustrated in figure 19. 

Both the techniques ANN and ANFIS were executed for the 

same set of input data.  

In order to analyze execution time in predicting the 

values of DoDs, an experiment was done in MatLab. The 

simulation was done 2000 number of times for various input 

vectors leading to an upper limit of 128.  

 

The mean execution time was collected for both the 

methods. It was observed that with a rise in input vectors, the 

execution time in back propagation of ANN was drastically 

increasing in comparison to SFIS, a resultant model of 

ANFIS as illustrated in figure 20.  With large sized input 

vectors, the execution time in SFIS was found to be 

approximately half of the execution time using back 

propagation of ANN. 

Hence ANFIS with exclusive characteristics appears as a 

better choice for the prediction and customization of DoD. 

VII. CONCLUSION  

This work provides a comparative analysis of ANFIS and 

ANN methods for evaluating DoD. ANN is extensively 

known due to its capability of learning the training data 
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Figure 18. Trend of errors with ANFIS (hybrid learning 

algorithm) 
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Figure 20. Execution time analysis for ANN and ANFIS               
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Figure 19. Variations in input data viz. Transaction Feasibility, Time 
Constraint, Product Cost, Product Quality, Transaction Nature 
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while ANFIS is a hybrid system that combines the potential 

benefits of both the methods FIS and ANN. The performance 

analysis of these methods is accomplished using 

performance indicators-CORR, R2 and NRMSE. It is 

observed that ANFIS results in highly correlated data points 

with least NRMSE over fitted with test data. Moreover 
decreasing rate of error in hybrid learning algorithm of 

ANFIS is found higher than back propagation of ANN 

learning algorithm. Mean execution time for both the 

methods is computed. Results show that the ANFIS 

outperforms ANN. ANFIS trims down the input dimensions 

by accumulating highly densed data points into a number of 

data clusters and hence can be used with a large input-output 

data set at a very high speed. In addition, ANFIS is equipped 

with the capability of generating a FIS with linear 

relationship in input-output data and hence facilitates 

analytical inference of fuzzy data, while ANN is limited to 

forecast the data using its learning potential. Hence ANFIS 
with exclusive characteristics appears as a better choice for 

the prediction and customization of DoD. 
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