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Abstract: Efficient management of the Grid resources require
fair resource allocation and scheduling. The mapping of jobs
to the resources in the Grid is a NP complete problem. NP-
complete problems are often solved using heuristic techniques.
Over the time, heuristics and meta-heuristics have proved to
provide an optimum solution for the combinatorial optimiza-
tion problems. In this paper, a survey of scheduling algo-
rithms and heuristic approaches is done. The motivation of
this survey is to encourage the amateur research of heuristics
based scheduling in Grid computing, so that the researchers
can understand the concept of heuristic approaches for resource
scheduling in the Grid computing. The comparison of the
heuristic has been shown and experimental result shows that
the hyper-heuristics can be of significance importance in Grid
scheduling.
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I. Introduction

The emergence of Grids which collaborate resources from
multiple organizations to fulfill the computing needs of ap-
plications with varying resource requirements has grownup
in the form that it satisfies the increasing demand of the sci-
entific computing. Grid computing provides the facility of
resource sharing of multiple virtual organizations [1]. Due
to the heterogenous and dynamic nature of the resources in
the Grid environment, resource management and resources
scheduling are significantly challenging tasks. The task of
mapping jobs to the available computing nodes or schedul-
ing of the jobs on the grid is a NP-complete problem. NP-
Complete problem is often solved using heuristic methods
[2]. Various heuristic methods are used to produce solutions
of acceptable quality in reasonable time for Grid schedul-
ing problems. This paper addresses the various scheduling
approaches in Grid computing. We have presented differ-
ent heuristic approaches for Grid scheduling in this paper.
Heuristics, Meta-heuristics and Hyper-heuristics have proven
to be efficient in solving Grid resource scheduling problems.
So, heuristic methods play an important role for getting the
optimal solution of Grid scheduling problems.
The motivation behind this paper is to explore the existing
scheduling approaches which are applicable in the Grid en-
vironment and schedule resources to the preferred jobs which
will return optimum results to the Grid users.

This paper presents survey on heuristic methods for Grid
scheduling. This paper presents existing scheduling ap-
proaches in section 2. In section 3, a description of heuristic
approaches has been presented. Section 4 shows analysis and
comparison between various heuristic approaches. We pro-
vide the conclusion in section 5.

II. Grid Scheduling

Grid scheduling is defined as the process of making schedul-
ing decisions involving allocating jobs to resources over
multiple administrative domains [3]. This process includes
searching multi administrative domains to use available re-
sources from the Grid infrastructure in order to satisfy the
requirements of the user. Figure. 1 depicts a model of Grid
scheduling systems in which functional components are con-
nected. Grid users will submit the application through a por-
tal. After this it will further contact the grid scheduler for
user applications. The Grid scheduler via middleware con-
sults local resource manager for the availability of the re-
sources. Local resource manager consults with different re-
source providers and accordingly will see availability of the
job. Then, the local resource manager will submit the job.
After getting the result, it will be given to Grid scheduler
through a local scheduler. Then Grid application gets the in-
formation and finally the user will collect the information.

A. Grid Scheduling approaches

1. Local versus Global
Scheduling can be either local or global. The local
scheduling discipline determines how the processes res-
ident on a single CPU are allocated and executed where
as a global scheduling policy uses information about the
system to allocate processes to multiple processors so as
to optimize a system-wide performance objective. Grid
scheduling should be done as global scheduling.

2. Static versus Dynamic
In Grid, both static and dynamic types of scheduling
have been adopted. In static scheduling, information
regarding all the resources in the Grid as well as all the
tasks in an application are assumed to be available by
the time, the application is scheduled but in the case of
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Figure. 1: A logical Grid scheduling architecture

dynamic scheduling, the basic idea is to perform task
allocation on the fly as the application executes.

3. Centralized versus Decentralized
In Grid scheduling, the responsibility for making global
scheduling decisions may lie with one centralized
scheduler, or be shared by multiple distributed sched-
ulers. In centralized scheduling, Grid schedular has
more control on the resources and in this case efficient
scheduler can be designed. Centralized Grid scheduling
algorithm can be easily implemented but it suffers from
lack of scalability, fault tolerance etc. Therefore, cen-
tralized scheduling is not useful for large scale Grids. In
decentralized scheduling, Grid schedulers have no cen-
tralized control over the resources and to design an effi-
cient scheduler is a challenging task. In this case local
schedulers play an important role in scheduling and they
also manage and monitor the status of the resources.

4. Co-operative versus Non-cooperative
In Co-operative scheduling, each Grid scheduler car-
ries out its own scheduling tasks, but all schedulers are
working toward a common system-wide goal. Schedul-
ing is done through the cooperation of Grid users, rules
and policies. In the non-cooperative case, each sched-
uler acts alone as an autonomous entity and arrives at
decisions regarding their own optimum objects indepen-
dent of the effects of the decision on the rest of the sys-
tem [4].

5. Approximation versus Heuristics
The approximate algorithms use formal computational
models, but instead of searching the entire solution
space for an optimal solution, they are satisfied when
a solution that is sufficiently ”good” is found. Heuris-
tic algorithms are more adaptive to the Grid scenarios
where both resources and applications are highly di-

verse and dynamic, so heuristics are considerably a de-
facto approach for solving Grid scheduling problems.

III. Heuristic approaches

Heuristic approaches can be applied to Grid scheduling prob-
lem because Grid scheduling has various important issues
that need to be addressed such as heterogeneity of the re-
sources, dynamic and autonomous nature of Grid resources
and finally resource providers and resource consumers have
different policies for the execution of their applications.

A. Local based Heuristic approaches

Local search heuristic approaches is a family of methods that
explore the solution space by starting at an initial solution,
and constructs a path in solution space during the search pro-
cess [6]. Local search heuristic approaches improve solu-
tions through neighborhood search. The main objective of
this local search based heuristic approach is to gain feasi-
bility as soon as possible. They have been applied success-
fully to many industrial problems and performance of local
search based heuristic approaches depending on construction
of neighborhood.
Tabu Search Tabu Search (TS) is a high level heuristic pro-
cedure for solving optimization problems and was proposed
by Glover in 1986. Tabu search is a meta-heuristic that
guides a local search procedure to explore the solution space
beyond local optimality [5].
Advanatges

• TS avoids entrapment in local minima and continues the
search to give a near optimal final solution.

• TS is very general and conceptually much simpler than
other meta heuristic algorithms such as genetic algo-
rithm, simulated annealing and ant colony optimization
algorithms.

• TS is very easy to implement.

• TS does not require special memory space.

• TS takes short searching time to solve combinatorial op-
timization problems.

• TS uses specific set of constraints, known as tabu con-
ditions, in order to avoid blind search.

Disadvantages

• TS often gets locked in looping from one local optimum
to another.

• TS has low global search capability.

Hill Climbing Hill Climbing (HC) is a graph search algo-
rithm where the current path is extended with a successor
node which is closer to the solution than the end of the cur-
rent path. Hill climbing is logical and beneficial especially
in situations where the search space is of simple nature with
no more than a single maxima or minima [6].
Advantages

• HC is a local search heuristic technique.
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• Hill climbing is simpler and straight forward in compar-
ison to other heuristics.

Disadvantages

• In case of hill climbing, the solution is better than all of
its neighbors, but it is not better than some other states
far away.

• There is a flat area of the search space in which all the
neighboring states have the same value.

• HC is a local method and it moves in many directions at
a time.

Simulated Annealing Simulated Annealing (SA) heuristic
approach was proposed by kirkpatrick et al in 1983. The sim-
ulated annealing process consists of first melting the system
being optimized at high effective temperature, then lowering
the temperature by slow stages untill the system freezes and
no further changes occur [7]. SA is an iterative technique
that considers only one possible solution (mapping) for each
meta task at a time [8]. This solution uses the same repre-
sentation as the chromosome for the genetic algorithm. The
initial implementation of SA was evaluated and then it was
modified and refined to give a better final version. SA uses a
procedure that probabilistically allows poorer solutions to be
accepted in an attempt to obtain a better search of the solu-
tion space.
Advantages

• SA is guaranteed to converge in asymptotic time.

• SA can deal with arbitrary systems and cost functions.

• SA statically guarantees to find an optimal solution.

• SA is relatively easy to code, even for complex prob-
lems.

• SA is a robust heuristic to implement and has an ability
to provide reasonably good solutions for many combi-
natorial problems.

Disadvantages

• SA has a difficulty in defining a good cooling schedule
which is important both in single and multi objective
optimization.

• In case of SA, if there is a repeated annealing with
1/logk then the scheduling is very slow, especially if the
cost function is expensive to compute.

• SA is often comparable to heuristics.

• The main drawback of simulated annealing is that there
is a need for a great deal of computer time for many runs
and carefully chosen turnable parameters.

B. Population based Heuristic approaches

Population-based heuristic is a large family of methods
which are highly efficient for solving combinatorial opti-
mization problems. However, when the objective is to find
feasible solutions of good quality in short execution times, as
in the case of Grid scheduling, the inherent mechanisms of

these methods can be exploited to increase the convergence
of the method [6].
Genetic Algorithms Genetic Algorithm (GA) was proposed
by holland et al. Genetic algorithms are playing an increas-
ingly important role in studies of complex adaptive systems,
ranging from adaptive agents in economic theory to the use
of machine learning techniques in the design of complex de-
vices such as aircraft turbines and integrated circuits [9]. GA
is a famous stochastic optimization algorithm which uses bi-
ologically inspired techniques such as genetic inheritance,
natural selection, mutation and sexual reproduction (recom-
bination, or crossover) [10]. Genetic algorithms are use-
ful heuristics to find a near optimal solution in large search
spaces [8]. In GA, a point in search space is represented by
a set of parameters and these parameters are known as genes
and a set of genes is known as string or a chromosome. A fit-
ness function must be devised for each problem to be solved.
Each chromosome is assigned a fitness value that indicates
how closely it satisfies the desired objective. Given a par-
ticular chromosome, the fitness function returns a single nu-
merical fitness or figure of merit, which will determine the
ability of the individual, which that chromosome represents
[11][26]. A set of chromosomes is called population. Repro-
duction is another critical attribute of GAs where two indi-
viduals selected from the population are allowed to mate to
produce offspring, which will comprise the next generation.
Having selected two parents, their chromosomes are recom-
bined, typically using the mechanisms of crossover and mu-
tation. Mutation provides a small amount of random search,
and helps ensure that no point in the search space has a zero
probability of being examined. If the GA has been correctly
implemented, the population will evolve over successive gen-
erations so that the fitness of the best and the average individ-
ual in each generation increases towards the global optimum.
The genetic algorithms have been found to be very powerful
in finding out a global minima [12][13]. Genetic algorithms
have been applied to many classification and performance
tuning applications in the domain of Knowledge Discovery
in Databases (KDD) [10].
Advantages

• In case of GA, there is no need of analytical knowledge.

• GA is easy to understand and implement.

• GA supports multiobjective optimization.

• GA is easy to parallelize and no derivatives are required.

• GA works on a wide range of problems and has better
global capability.

Disadvantages

• Genetic algorithm requires much more evolution func-
tions than linearized methods.

• There is no guaranty of convergence to a local minima.

• It converges to a local optima or an arbitrary point rather
than the global optima of the problem.

• GA has a slow convergence rate and premature conver-
gence.
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• It can not use the feedback of a system.

Memetic Algorithm Memetic Algorithm (MA) is an exten-
sion of genetic algorithm. Memetic algorithms are evolution-
ary algorithms that can be applied on a local search process to
refine solutions for hard problems. Memetic algorithms are
the subject of intense scientific research and have been suc-
cessfully applied to a multitude of real-world problems rang-
ing from the construction of optimal university exam timeta-
bles, to the prediction of protein structures and the optimal
design of space-craft trajectories [14].
Advanatges

• Memetic algorithm can handle complex objective func-
tions.

• It combines the advantages of local search and genetic
algorithm for optimization problems.

• MA can be used for global search.

• It is based on a genetic algorithm and extended by a
search technique to further improve individual fitness
that may keep with the population diversity and reduce
the likelihood premature convergence.

Disadvanatges

• MA requires a considerable amount of time and mem-
ory needed for improvement of its performance.

• MA can be used only in non-linear continuous multiob-
jective combinatorial optimization problems.

Ant Colony Optimization Ant Colony Optimization (ACO)
was proposed by Marco Dorigo in 1992 [16].The real power
of ants resides in their colony brain. The self-organization of
those individuals is very similar to the organization found in
brain-like structures. Like neurons, ants use mainly chem-
ical agents to communicate. One ant releases a molecule
of pheromone that will influence the behavior of other ants
[15]. Ant algorithms are often compared with other evolu-
tionary approaches such as Genetic Algorithms, Evolution-
ary Programming and Simulated Annealing. It is important
to remember that Ant algorithms are non-deterministic and
rely on heuristics to approximate to a sub-optimal solution in
cases where the number of combinations is extremely huge
and is impossible to calculate using a deterministic algorithm
[16].
Advantages
Following advantages have been identified in [17]:

• ACO is versatile and can be applied to similar versions
of the same problem; for example, there is a straightfor-
ward extension from the Traveling Salesman Problem
(TSP) to the Asymmetric Traveling Salesman Problem
(ATSP).

• It is robust and can be applied with only minimal
changes to other combinatorial optimization problems
such as the Quadratic Assignment Problem (QAP) and
the Job-Shop Scheduling Problem (JSP).

• It is a population based approach. This is interesting be-
cause it allows the exploitation of positive feedback as a
search mechanism. It also makes the system amenable
to parallel implementations.

• It can be used for static and dynamic combinatorial op-
timization problems.

• ACO convergence is guaranteed and it can be used for
solving constrained discrete problems.

• ACO has the powerful feedback capability which can
increase the speed of evolution of algorithm to make
algorithm convergence possible in the end.

Disadvantages

• ACO’s convergence rate is slow in comparison to other
heuristics.

• ACO performs poorly for larger city in Traveling sales-
man problems.

• In ACO, there is no centralized control to guide and pro-
vide good solutions.

• ACO can be applicable to only discrete problems and
theoretical analysis in ACO is difficult.

Particle Swarm Optimization Particle Swarm Optimization
(PSO) is a method for performing numerical optimization
without explicit knowledge of the gradient of the problem
to be optimized. PSO is one of the latest evolutionary opti-
mization techniques inspired by nature and was introduced
in 1995 by Kennedy and Elberhart [18]. It simulates the pro-
cess of a swarm of birds preying. It has the better ability of
global searching and has been successfully applied to many
areas [27][28]. A flock or swarm of particles is randomly
generated. Initially, each particle position represents a possi-
ble solution point in the problem space. The fitness value of
each particle is evaluated by the objective function to be op-
timized. Each particle remembers the coordinates of the best
solution (gbest) achieved so far. The coordinates of current
global best (pbest) are also stored.
Advantages

• PSO is a robust stochastic optimization based on the
movement and intelligence of swarms.

• There is no selection and crossover parameter like ge-
netic algorithm

• PSO is easy to implement, few parameters to adjust,
computationally efficient etc.

• PSO is efficient for global search algorithm.

Disadvantages

• PSO has a weak local search.

• PSO has a slow convergence rate in refined search strat-
egy.

Bacterial Foraging Optimization Bacterial foraging opti-
mization algorithm was proposed by Passino [24]. It is pop-
ulation based numerical optimization algorithm based on for-
aging behavior of Escherichia coli bacteria. In the foraging
theory, the objective of the animal is to search and obtain
nutrients in a fashion that energy intake per unit time (E/T)
is maximized. Foraging is a process in which a group of
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bacteria moves in search of food in a region, they decide
whether or not to enter into a possible food region and then
search for a new food region so as to get high quality of
nutrients. The bacterial foraging process consists of three
main mechanisms: Chemotactic, Swarming, Reproduction
and Elimination-dispersal event. Chemotactic is the process
of simulating the movement of E.coli bacteria, which is car-
ried in a flagella, through swimming and tumbling. The cell
also repels a nearby cell in the sense that it consumes nearby
nutrients and so it is not physically possible to have two cells
at the same location. A bacterium in times of stress releases
attractants to signal the bacteria to swarm together. After
chemotactic steps, a reproduction step is taken. Fitness value
of bacteria is sorted in an ascending order.The least healthy
bacteria eventually dies while each of the healthier bacteria
(those yielding lower value of the objective function) asex-
ually splits into two bacteria, which are then placed in the
same location. This keeps the swarm size constant. Elimi-
nation event may occur due to sudden changes like a signifi-
cant local rise of temperature or a part of them may move to
other regions in the environment that will effect the behav-
ior of bacteria heavily. The elimination and dispersal event
destroys the performance of chemotactic event but dispersal
may place bacteria near good sources of food [25].
Advantages

• The BFOA is more adaptive.

• Its performance is high with respect to speed of conver-
gence, quality of solution and rate of success.

Disadvantages

• It’s major disadvantage is it’s premature convergence.

C. Meta-heuristics

Meta-heuristics support in decision-making with robust tools
that provide high-quality solutions to important applications
in business, engineering, economics and science in reason-
able time horizons [19] .
Advanatges

• Meta-heuristic is an iterative master process that guides
and modifies the operations of subordinate heuristics in
order to produce high quality solutions.

• Meta-heuristics are very flexible to solve real problems.

• Meta-heuristics are often used for global optimizers.

Disadvantages

• Meta-heuristic approaches perform well on a particular
real-world problem but may not work on all problems.

• Meta-heuristics may produce very poor solutions for
other problems or even for other instances of the same
problem.

• It requires extensive knowledge in both problem domain
and appropriate heuristic techniques.

• Meta-heuristic is quite expensive to implement.

• Meta-heuristics are not suitable in those situations
where problems data and business requirements change
frequently over time.

• Meta-heuristics are heuristics which control the search
in a space of solutions performed by a single low level
heuristic.

• Optimality may not be guaranteed in meta-heuristics.

• There is a lack of theoretic basis and it requires multiple
search parameters.

• Meta-heuristic algorithms like tabu search, ant colony
etc have different searches but sometimes different
searches may yield different solutions to the same prob-
lem.

D. Hybrid Heuristics

Hybrid strategies have been constructed to exploit the meta-
heuristic techniques. To get a better result of genetic algo-
rithm, it has been hybridized with local search methods as
tabu search and simulated annealing etc. The major advan-
tage of parallel hybrids implemented on shared-memory par-
allel architectures is their simplicity [20].
Advantages

• Hybrid-heuristics have a better convergence.

• hybrid-heuristics are more efficient in comparison to ge-
netic algorithm.

Disadvantages

• Hybrid-heuristics are not easy to implement.

• Hybrid-heuristics are time consuming.

E. Hyper-heuristic

The term Hyper-heuristic describes heuristics to choose
heuristics in the context of combinatorial optimization. A
hyper-heuristic can be seen as a high level methodology
which when given a particular problem instance or a class of
instances and a number of low-level heuristics, automatically
produces an adequate combination of the provided compo-
nents to effectively solve the given problems [21].
Advantages

• Hyper-heuristics operate in a space of heuristics, choos-
ing and applying one low-level heuristic from a given
set at each decision point.

• Hyper-heuristics do not require knowledge of each low-
level heuristic.

• Hyper-heuristics are robustness and re-applicability
heuristics.

Disadvantages
Some of the disadvantages of hyper-heuristics have been
identified by Chakhlevitch K. [22].
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• Some hyper-heuristic techniques make use of additional
problem specific knowledge. Such knowledge can be
used to describe the current state of the problem in
order to select a suitable low-level heuristic in hyper-
heuristics employing learning classifier systems. In in-
direct GAs, a portion of problem-specific in formation
is often injected into the chromosome.

• For many hyper-heuristics, a significant amount of pa-
rameter tuning is required in order to find good param-
eter settings for a given problem.

• A large number of problem instances may be required
for training and testing of the method in order to ac-
cumulate enough knowledge to make the right choice
of low-level heuristics. However, from any real-world
problems the problem data are not easily available and
randomly generated instances may not adequately rep-
resent the real distribution.

• Many hyper-heuristic methods are only tested on a rel-
atively simple bench- mark problems for which the best
solutions (often optimal) as well as an effective low-
level heuristics are known in advance. There is no ev-
idence that such hyper-heuristics would be effective in
more complex real-world situations.

IV. Analysis and comparison between various
heuristic approaches

Different heuristic techniques were evaluated using GridSim
toolkit [23]. GridSim toolkit provides facilities for model-
ing and simulation of resources and network connectivity
with different capabilities, configurations and domain. It also
supports primitives for application composition, information
services for resource discovery and interfaces for assigning
application tasks to resources and managing their execution.
The following are the reasons for the GridSim toolkit to be
used for evaluation.

• It allows modeling of heterogeneous type of resources.

• Resources capability can be defined in the form of Mil-
lions instructions Per Second (MIPS) as per Standard
Performance Evaluation Corporation (SPEC) bench-
mark.

• There is no limit on the number of application jobs that
can be simulated.

• Multiple user entities can submit tasks for execution si-
multaneously.

• Statistics of all or selected operations can be recorded
and they can be analyzed using GridSim statistics anal-
ysis methods.

• It supports simulation of both static and dynamic sched-
ulers.

• Application tasks can be heterogeneous, and they can
be CPU or I/O intensive.

We simulated the Grid with heterogenous and dynamic na-
ture of resources having different Multiple Instruction Per
Second (MIPS). Each resource had different number of Pro-
cessing Element (PE) ranging from 3 to 10. The cost per
second of each resource is varied between G$4 to G$5. We
performed the scheduling experiment by setting the value of
jobs varying from 100 to 300. The execution time is recorded
to analyze the feasibility of the algorithm. Figure 2 shows the
comparison of heuristic approaches for scheduling 100 jobs
on 50 resources. Figure 3 shows the comparison of heuristic
approaches with varying number of jobs. It is experimen-
tally shown that hyper heuristic experimentally gives better
result than the individual hybrid heuristics in test cases. Hy-
per heuristic performs on the search of heuristic instead of
directly performing on solution of problems.

Figure. 2: comparison of heuristics approaches with param-
eter makesapn

Figure. 3: Cost comparison of heuristics approaches for
scheduling 300 jobs on 70 resources

Grid computing has emerged for solving scientific, engineer-
ing and large scale problems. It can be concluded that Grid
scheduling is one of the main challenging issues of Grid com-
puting. Meta-heuristics are highly adaptive in Grid comput-
ing environment but it does not provide good solutions for
more number of jobs in heterogeneous environment. Con-
sidering all these criteria and simulation results, it is found
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Table 1: Comparison of different heuristics approaches
Heuristics/ Features Parameters Convergence Premature Convergence Services Local/Global Search Optimization Problems

Tabu Search Less parameters Guaranteed convergence Prevent premature conver-
gence

conceptual, Simpler, easy to
implement, no special mem-
ory requirement

Low global search Combinatorial optimization

Hill climbing Less functions No guaranteed Prevent premature conver-
gence

Simpler and straight forward Local search Simple Optimization Problem

Simulated annealing Less Functions Converge In asymptotic
time

Premature convergence Easy to code, robust heuris-
tic

Local search Combinatorial optimization Problems

Genetic Algorithm More functions No guaranteed premature Convergence No need analytical knowl-
edge, easy to run and imple-
ment

Global search capability Multi objective optimization

Memetic Algorithm More functions Guaranteed convergence Less chance of premature
Convergence

Flexible Global search Complex objective functions, non-linear
multi objective Combinatorial optimiza-
tion Problems

Ant Colony Optimization Less functions Guaranteed convergence avoid the premature Conver-
gence

Versatile, robust Global search Static and dynamic Combinatorial opti-
mization Problems

Particle Swarm Optimiza-
tion

No function like genetic al-
gorithm

Slow convergence rate Less chance of premature
Convergence

Robust Global search Stochastic optimization

Bacterial Foraging Opti-
mization

No function like genetic al-
gorithm

Better Convergence premature Convergence Flexible, Robust Global search Real world optimization problems

that hyper-heuristic provides a better solution and near opti-
mal solution for Grid scheduling problems.

V. Conclusion

In this paper, various scheduling approaches in Grid comput-
ing have been surveyed. A comparison of various parame-
ters like multiple functions, parameters and services has been
done. These facts can be used to develop better optimal al-
gorithms. Simulation results show the variation in makespan
with respect to the number of jobs using different heuristic
methods. Hyper-heuristics provide a better solution and near
optimal solution for Grid scheduling problems. Our future
work will be based on the above findings to develop a more
efficient algorithm for resource scheduling and resource pro-
visioning that will further reduce the makespan.
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