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Abstract: In recent years, computer networks have been char-
acterized by heterogeneous traffic and dynamic management of
different kinds of services. The network requirements have in-
creased within time and, since bandwidth is limited, it becomes
necessary to employ optimization procedures in order to make
the network able to operate in its full capacity. Traffic shap-
ing mechanisms implement Quality of Service (QoS) concepts to
ensure acceptable service levels. This paper shows preliminary
results of an empirical approach dedicated to perform traffic
shaping optimization. Such an approach is based on through-
put and packet loss optimization through multiobjective genetic
algorithms.
Keywords: QoS optimization, traffic shaping, genetic algorithm,
multiobjective optimization,; Next Generation Networks.

I. Introduction

In 2004, International Telecommunication Union (ITU-T)
adopted the Next Generation Network (NGN) concepts,
which define capabilities to support, to expand and to man-
age network services and demands [1]. It provides acceptable
services levels for all kinds of services, as multimedia de-
mands, unicast, broadcast and multicast messages, real-time
and non-real-time services, simple data transfer services [2],
and others. Quality of Service (QoS) is one of the NGN
principles, and it aims to ensure robustness, scalability, re-
liability, and availability in network resources. Some efforts
like IntServ [3], DiffServ [4], and architectural framework
QoS [5, 6] provide practical implementation of QoS in net-
work environments.
Bandwidth is a finite resource, although some corporate users
may believe it is not. Not rarely, bandwidth contracts are
oversized in comparison with the real workload, what leads
to unnecessary expenses. In many practical cases, it is pos-
sible to comply with the increase of users and services de-
mands with the simple optimization of the existing network
resources, without additional investments on bandwidth and

infrastructure.
Theoretically, networks that do not reach full usage do not
require traffic shaping. However, traffic shaping solutions
must be robust enough to handle with anomalous behaviors
and unforeseen network demands. This view proposes a bal-
ance between the real traffic load and the required bandwidth.
In other words, the network environment must be configured
with a ceil rate that assures operation without congestions,
and traffic shaping can optimize throughput and packet loss
for all kind of services.
In the same view, congested networks represent a challenge
on management network and traffic shaping performance. In
some cases, Quality of Service solutions do not solve trans-
mission delay and packet loss. Although efforts and actions
have been taken in the context of network management, there
are scenarios in which it is necessary to expand bandwidth.
This occurs when the network demands are much higher than
the available resources.
Optimization methods, in mono or multi-objective ap-
proaches, have been widely employed to provide efficient
resource allocation. Previous works suggest that computa-
tional intelligence techniques, such as Neural Network and
Evolutionary Computation, can be used to handle with net-
work resource management.
This work is intended to provide optimal management of net-
work resources. In order to deal with this challenge, it is
proposed an approach for performing fine tuning of a traffic
shaping mechanism. This approach is based on multiobjec-
tive evolutionary optimization. The traffic shaping mecha-
nism implements Quality of Service (QoS) concepts and it
uses offered throughput maximization (toi) and packet loss
minimization (pli) as objectives, under traffic demand tdi.
Such a methodology is based on 4 steps, as follows: Char-
acterization step, whose identify network profiles and de-
mands; Emulation step, to reproduce major technical features
of network operational environment and to generate datasets
that describe the operation of the traffic shaping mechanism;
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Identification step, that builds neural networks that mimic the
traffic shaping mechanism interaction with the network; Op-
timization step, in which a multiobjective genetic algorithm
is used to obtain optimal configurations of assured rate (ari)
and limit rate (ci); and Analysis step, which consists on the
validation of a solution on the emulation environment, before
real setup implementation.
Furthermore, this methodology is general, since it can be ap-
plied to any kind of traffic shaping mechanism that considers
assured rate, limit rate and priority as adjustable parameters.
As a case study, this work considers a GNU/Linux server
environment, and the Hierarchical Token Bucket (HTB) [7]
packet scheduler as traffic shaping mechanism. Real data
from Centro Federal de Educação Tecnológica de Minas
Gerais (CEFET-MG) is used.
This paper is an extension of a work previously presented at
8th International Conference on Next Generation Web Ser-
vice Practices [8]. It describes the proposed methodology
for traffic shaping optimization, some partial results are pre-
sented.
The remainder of this paper is organized as follows. In Sec-
tion II, some works about Next Generation Network, QoS
attributes optimization problem, admission control optimiza-
tion, and TCP behavior dynamic model are exposed. In Sec-
tion III, it is discussed the proposed methodology, with focus
in traffic characterization and emulation, model identifica-
tion, optimization and analysis. Finally, some partial results
are presented in section IV.

II. Related work

Next Generation Network (NGN) includes the concept of
triple play that considers voice, audio, and data in the same
transmission environment. Packet-based transfer, converged
services, and Quality of Service (QoS) capabilities character-
ize NGN in the context of new demands on IP networks [9].
Furthermore, future practices in network management should
take into account self management devices, dynamic perfor-
mance, and solutions based on bio-inspired systems [10].
International Telecommunication Union (ITU-T) series rec-
ommendations define a set of technical and non-technical
terms related to Quality of Service. E.800 recommendation
lists, in the context of QoS characteristics, speed, accuracy,
dependability, availability, and reliability as attributes of net-
work performance [11,12]. Therefore, these QoS parameters
must be considered and, in some cases, guaranteed for new
demands in IP networks as Web streaming, videoconferenc-
ing, and voice over IP (VoIP).
Additionally, QoS solutions are classified in IntServ (Inte-
grated Services) and DiffServ (Differentiated Services) im-
plementation models. IntServ QoS mechanism, described
by RFC 1633 [3], ensures individual resource reservation
in network devices for particular requests. DiffServ (RFC
2475 [4]) provides QoS for traffic classes, which consists
on a scalable and robust network architecture. Additionally,
ITU-T Y.1291 [6] recommendation discusses a framework
for support QoS in packet-based network.
RFC 2212 [5] discusses about Specification of Guaranteed
Quality of Service. This document describes approaches to
ensure bandwidth and delay connections end-to-end and it
defines requisites for network elements.

Canfora et al [13] introduce a QoS attribute optimization
applicable to a large number of network scenarios. The
proposed fitness function combines the following QoS at-
tributes: cost, response time, availability and reliability. Inte-
ger programming (IP) and genetic algorithms are employed
to optimize the problem, that is NP-hard. The genetic algo-
rithms has shown good performance when compared to IP.
Yao and Chen [14] deal with QoS optimization considering
price, response time, availability, throughput, and reputation
as attributes. A multiobjective approach is employed. The
main contribution is the application of the Nondominated
Sorting Genetic Algorithm-II (NSGA-II) [15] to perform op-
timization.
Rosemberg et al [16] also model the QoS attribute optimiza-
tion as an optimization problem, which is NP-hard. Three
metaheuristics that can be applied to the QoS problem are
proposed: genetic algorithms, tabu search, and simulated an-
nealing. Moreover, the QoS parameters in this work are dis-
tributed in two categories: operational and business-related
attributes.
Pop et al [17] optimize some QoS attributes, such as response
time, reliability, availability, and cost. A differential evo-
lution algorithm is proposed for dealing with the problem.
Suciu et al [18] compare Strength Pareto Evolutionary Algo-
rithm (SPEA) and NSGA-II in multiobjective QoS optimiza-
tion. This work includes response time, rating, availability,
and cost as QoS attributes.
In practice, traffic shaping intends to ensure Quality of Ser-
vice and performance in hybrid traffic network or congested
environment. Jha and Hassan [19] suggest average-rate,
burst-size and peak-rate shaping in order to accomplish traf-
fic shaping. Moreover, IP networks consider throughput, de-
lays, packet loss, latency and jitter as traffic shaping metrics.
Chu and Lea [20] propose a heuristic search algorithm to
solve the Minimum Congestion Ratio problem, in the con-
text of hop-by-hop routing. The work concerns about Diff-
Serv QoS optimization and it focuses on finding optimal link
weight settings. The algorithm uses iterative search and two-
stage search: at first stage, link weights are given to find the
worst case traffic matrix; at second stage traffic matrix is used
to look for a new set of weights.
Mikoshi et al [21] optimize input limitation ratio in each edge
node, maximizing network throughput. The admission con-
trol method proposed in this paper considers some hop-by-
hop topologies. Moreover, Linear Programming optimizes
the model traffic developed in this work. The observed re-
sults improve the ones achieved in [20].
Qaraawy et al [22] implement Particle Swarm Optimization
(PSO) to control the network congestion problem. This paper
proposes the design of Proportional Integral (PI) controller,
an AQM algorithm, to avoid congestion in computer net-
works. The PI controller designed with PSO provides per-
formance improvement in different congested network sce-
narios.
Hasegawa et al. [23] proposed a distributed radio resource
usage optimization algorithm to satisfy QoS requirements in
heterogeneous wireless networks. Their optimization algo-
rithm was based on a mutually connected neural network dy-
namics, which can run distributed and autonomously. The
results obtained by computer simulation have shown that the
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approach is efficient even without centralized processing.
[24] describes experimental tests about adopting improved

PSO algorithm to solve the deficiency of QoS optimization
in Web service composition. After modeling the Web service
composition problem as a multiobjective optimization prob-
lem, then an improved PSO algorithm is applied. The results
showed that Web service composition model could improve
speed and performance for finding the optimal solution. Gu-
eye et al. [25] propose a Quality of Service framework for
Web Service Composition, which is based on estimated re-
sponse time of web services. Quality of services constrains
are verified in order to provide quality level and performance.
Marcon et al. [26] discuss about peak issue traffic perfor-
mance on an Internet Service Provider (ISP). This work ana-
lyzes different kinds of traffic shaping techniques, whose ob-
jective is to minimize traffic peak, number of shaped flows,
and delay. Kanuparthy and Dovrolis [27] propose a method-
ology for active end-to-end detection of traffic shaping mech-
anisms, eventually applied on ISPs. The main contribution of
this work includes application and analysis of results from a
large-scale deployment, which found traffic shaping mecha-
nism in several ISPs. This approach opens discussion about
Web neutrality, a topic heavily debated in Quality of Service
context, where network connections should not be limited by
source or destination requests, type of service, access tech-
nology,etc.
Another approach of traffic shaping was developed by La Pi-
ana et al. [28], who perform the study service control in order
to ensure delay, jitter, throughput and loss rates. They used
statistical analysis to optimize the adaptation of the schedul-
ing algorithm to the various traffic sources. New recent
works about traffic shaping were done by Daian and Giura
[29], where the authors developed a study of traffic shaping
in a set of dynamic traffic situations, especially stochastic
properties of the traffic time series. They proposed a series of
tests and compared the results obtained from OPNET Mod-
eler simulation program to simulation with synthetic traffic
generated by chaotic dynamic systems.
A brief discussion of these works puts together optimization
techniques, particularly computational intelligence and evo-
lutionary computation, and traffic shaping implementations
on network computers. Up to the authors knowledge, it was
not possible to find in the literature works that address traffic
shaping parameters optimization using traffic emulation and
artificial intelligence models. The main contribution of this
work includes traffic shaping parameter optimization, and the
combined implementation of artificial neural networks and
genetic algorithms.

III. Methodology

The classification of traffic classes, the models of network
workload, and the traffic shaping limitations are discussed
along this section. In addition, the steps of the proposed
methodology are described.

A. Discussion

The proposed methodology requires that the input and out-
put traffic demands are classified by service or location, such
as web services, DNS, SMTP, source or destination IP, and

others. This classification generates traffic classes with three
associated attributes each: assured rate ari, ceil rate ci, and
priority pi.
Active Queue Managements (AQM), especially Random
Early Detection (RED), are the foundation of several studies
about TCP analysis. Hollot et al [30] propose, in a theoret-
ical approach, a non-linear dynamic model of multiple flow
TCP behavior. This work considers network parameters such
as link capacity, load and round-trip time. In addition, Li
et al [31] linearize the Hollot’s dynamic model and include
UDP traffic support. Using RED as the AQM algorithm, the
authors performed and evaluated simulations using Network
Simulator 2 (NS2) [32].
Although these works suggest a dynamic model for TCP and
UDP flows, the proposed methodology adopts traffic shaping
optimization as static inside an interval time δi. Requests
made in δi−1 reflects on network performance in δi. The
traffic shaping optimization X∗i considers optimal settings
only at time δi, and optimal solutions X∗j for δj should be
obtained separately.
TCP traffic is expressive in most of network environment
and, consequently, its transmission mechanism represents a
dynamic model. The proposed methodology optimizes traffic
shaping parameters in a static interval time δi. Therefore, at
an interval δi, it is not necessary to differentiate traffic trans-
mission protocols, such as TCP, UDP, and ICMP. It only re-
quires the volume of traffic for each class.
This work deals with QoS parameters optimization as an
empirical problem, considering the traffic shaping mecha-
nism as a black box. It makes the proposed approach robust
enough for dealing with any kind of traffic control mecha-
nism that uses assured rate, ceil rate and priority as QoS pa-
rameters. Such as discussed in Section IV, this work adopts
HTB as traffic shaping solution in GNU/Linux server envi-
ronment.
QoS in computer network has limitations. Although Diff-
Serv implementations perform QoS on all route nodes, it is
not possible to ensure acceptable services levels. For in-
stance, traffic shaping will not reach acceptable throughput
and packet loss when network demand is much larger than
the available resources.

B. Problem models

Suppose a traffic volume T , in an environment with band-
width L, classified in traffic classes ct1, ct2, . . . , cti, . . . , ctn.
Each class cti is defined by and assured rate ari, a ceil rate
ci, and a priority pi. At time interval δ, consider the through-
put tdi as the load demand for each traffic class cti, in which
the sum

∑
tdi = T represents the total load traffic. Traffic

shaping mechanism would offer throughput toi and, in con-
gested networks, it would result in packet loss pli. Figure 2
illustrates the proposed model for traffic shaping optimiza-
tion.
In order to provide better use of the network, the optimiza-
tion of traffic shaping should take into account the following
constraints:

ci = L (1)

0 < ari ≤ L (2)
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Figure. 1: Methodology steps

Figure. 2: Proposed model for traffic shaping optimization

n∑
i=1

ari = L (3)

Ceil rates ci for all traffic classes have the same bandwidth
L value in order to reduce computational cost and sim-
plify methodology implementation. Although traffic shaping
mechanism allows ci < L on configuration, ci = L implies
on best effort QoS policy. Moreover, all assured rates ari
should be contained in the interval (0, L], and the assured rate
sum should correspond to the total bandwidth L. These con-
straints represent correct configuration of Hierarchical Token
Bucket (HTB), the packet scheduler used as traffic shaping
mechanism on this work.

C. Steps

The proposed methodology is illustrated in Figure 1. Its steps
are described bellow:

1) Traffic Characterization

It consists on employing usual tools (Cacti1, Zabbix2, etc),
to collect data from the network, such as throughput, packets
sent, packets with errors, latency, jitter, etc. For more de-
tails on traffic characterization, as transmission protocol use,
type of service index, and flows index, NetFlows [33] may be
adopted in this step. Flowtools3 and fprobe-ulog4 implement
these functions in GNU/Linux environment network.
In the current stage of the proposed methodology, only
throughput demand (tdi) for each traffic class is monitored.
As discussed in subsection III-A and modeled in subsection
III-B, the proposed methodology includes operation param-
eters optimization of traffic shaping at time interval δ. It is
left to the network administrator to choose the representa-
tive interval time δ and granularity of traffic characterization

1Cacti: http://www.cacti.net/, accessed March 10th, 2013
2Zabbix: http://www.zabbix.com/, accessed March 10th, 2013
3flowtools: http://freecode.com/projects/flow-tools,

accessed March 10th, 2013
4fprobe-ulog: http://fprobe.sourceforge.net/, accessed

March 10th, 2013

Figure. 3: Testbed environment

(5, 10, 30 or 60 minutes), before implementing the proposed
methodology.

2) Traffic Emulation

In this step, the environment features are reproduced in order
to make it possible to perform tests with the traffic shaping
mechanism. Figure 3 illustrates the virtual test bed proposed
to generate dataset for model identification. VM − 1 and
VM − 3 represent, respectively, local network demands and
World Wide Web. VM − 2 implements traffic shaping mech-
anism (HTB), through traffic control5 (tc) tools.
VM − 1 and VM − 3 generate incoming and outgoing traf-
fic through iperf6. Volume traffic demand (tdi) will be imple-
mented as a constant bit rate model (CBR), by UDP transmis-
sion. In VM−2, qos-tools (developed in this work) generate
assured rates (ari) and priority values (pi) using Monte Carlo
Simulations. Each execution takes about 2 minutes, being 1
minute for setup. One emulation scenario is composed of
2,000 samples which are employed for model identification.

3) Model Identification

It is used to create a computational model that mimics
the traffic shaping mechanism, Hierarchical Token Bucket
(HTB) in the specific case of this work. As a result, the
model will be used to evaluate solutions in the next step of
optimization with genetic algorithms.
This model is built based on Multi Layer Perceptron (MLP)
neural networks [34] with one hidden layer, on ANFIS
[35, 36], or on Radial Based Function [34]. For MLP imple-
mentations, the methodology evaluates models with 3, 5, 10,
12, 15, 20, 25 and 30 neurons on hidden layer. The validation

5traffic control: http://tldp.org/HOWTO/
Traffic-Control-HOWTO/, accessed March 10th, 2013

6iperf: http://sourceforge.net/projects/iperf/, ac-
cessed August 20th, 2012
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of the models obtained from these architectures is performed
using minimal validation error for all architectures.
This model is essential for performing optimization, since the
evaluation of a candidate solution using the QoS tool would
require an unacceptable large simulation time. Moreover, the
difficulty of rebuilding the same features of traffic shaping
mechanism from statistics generated by tool itself also justify
the use of model identified by neural network on proposed
methodology.

4) Optimization

In this step a genetic algorithm is used to optimize the traf-
fic shaping model. Such as discussed in section III-B, this
methodology deals with QoS optimization in a multiobjec-
tive approach. Therefore, the NSGA-II algorithm evaluates
candidate solutions in order to maximize the offered through-
put (toi) and to minimize packet loss (pli).
The Equation (4) shows the fitness function employed for
representing offered throughput. It is a function of AR =
(ar1, ar2, . . . , arn), P = (p1, p2, . . . , pn), and TD =
(td1, td2, . . . , tdn). It should be noticed that the constraints
related to assured rate (Equations 1, 2, and 3) cannot be ig-
nored.
When the ratio of throughput offered and demanded is close
to 1, then the network resources are allocated in a such a
way that they meet the traffic demands at time interval δ. As
the throughput offered (toi) becomes smaller than through-
put demanded (tdi), it means that network is not capable of
complying with demands. Values greater than 1 for through-
put offered and demanded ratio are not possible in practice.
For each traffic class i, toi/tdi is weighted by ωi, that rep-
resents the normalized priority vector. Thus, considering
toi/tdi = 1 for all traffic class i, the maximum fitness func-
tion value will be

∑
ωi.

FTO(AR,P, TD) =

n∑
i=1

ωi(pi)
toi(ari, pi, tdi)

tdi
(4)

Equation 5 shows the fitness function that evaluates candi-
date solutions for packet loss. For each traffic class, the
packet loss is between 0% and 100% and it is weighted by
ωi. The maximum value of packet loss fitness function is
n × 100% (where n represents the total of traffic class), and
the minimum value is 0, which is the best case for this work.

FPL(AR,P, TD) =

n∑
i=1

ωi(pi) pli(ari, pi, tdi) (5)

Therefore, throughput offered and packet loss problem opti-
mization can be defined as described on Equation 6.

minimize −FTO
minimize FPL

subject to ci = L,
0 < ari ≤ L,∑n
i=1 ari = L.

(6)

As a preliminary version of this stage, throughput offered and
packet loss will be optimized in a mono objective approach.
This procedure is necessary to evaluate selection, crossover,

and mutation genetic operators to be used in NSGA-II algo-
rithm on multiobjective optimization. For this instance, Ta-
ble 1 shows mono objective genetic algorithms proposed for
evaluation.

Table 1: Variaes dos algoritmos genticos propostos

Variation Selection Crossover Mutation
AG-1 SUS Real Interpolation Gaussian
AG-2 SUS Real Interpolation Polinomial
AG-3 SUS SBX Gaussiana
AG-4 SUS SBX Polinomial
AG-5 Binary Tournament Real Interpolation Gaussiana
AG-6 Binary Tournament Real Interpolation Polinomial
AG-7 Binary Tournament SBX Gaussiana
AG-8 Binary Tournament SBX Polinomial

5) Analysis

This step provides genetic algorithm analysis, which con-
sider standard error to indicate the best GA implementation.
A multicriteria statistical evaluation tool [37] is employed to
evaluate the genetic algorithm implemented in step 4. More-
over, the set of solutions obtained by the GA should be ana-
lyzed in this step in order to perform decision making.
For validation of the results, the traffic shaping operational
parameters are evaluated in the emulation environment again,
such as described in step 2. The validation involves the com-
parison between the fitness function value obtained in opti-
mization and fitness function observed in emulation. This
procedure should be performed before the configuration of
the traffic shaping mechanisms under real traffic.
The robustness of the final result of the methodology is eval-
uated based on the variation of the demand by±10%, ±30%
and ±50%. Further, the demand is kept fix and the band-
width is decreased by −40%, −60% and −80%. This anal-
ysis allows verifies that the optimal solution is able to offer
the same levels of quality for anomalous scenarios
The Figure 4 shows a candidate Pareto-front for such a prob-
lem. For policies that require higher throughput rates and
high packet loss, network administrator should choose solu-
tions on the region A of the front. Policies that consider av-
erage values of the objectives should be implemented as so-
lutions of region B. Finally, policies that require low packet
loss should support the implementation of a solution of re-
gion C. The diversity of the solutions can be evaluated using
the hypervolume performance metric [38].

IV. Case study

The proposed methodology has been applied to a real case
study observed in CEFET-MG Local Area Network. The in-
frastructure of this network includes Web, DNS and database
services. It provides Internet connection to approximately
1,200 hosts. Cacti and Nagios7 tools are used to perform
network management, and tc employs HTB mechanism for
traffic shaping.
Currently, CEFET-MG has an 1Gbps bandwidth. However,
it operated with 6Mbps until February 2012, for the same
traffic demand. It obviously resulted into a very congested

7Nagios: http://www.nagios.org/, accessed March 10th, 2012

A Methodology for Traffic Shaping Optimization in Next Generation Networks 478



Figure. 4: Pareto for decision making for traffic shaping con-
figuration

environment. In this scenario, the traffic shaping parameters
employed were not enough to ensure acceptable service lev-
els, what motivated this work.
The total demand of CEFET-MG was divided in six classes,
as follows: class 10 – local web servers; class 20 – HTTP
traffic; class 30 – socials networks; class 40 – CEFET-MG
web services (email, DNS, HTTP, etc); class 50 - others insti-
tutional services; and class 60 - non classified traffic. Figures
5 and 6 show a sample of incoming and outgoing traffic for
each traffic class. These samples were taken of on Septem-
ber 20th, 2012, between 12:00 p.m. and 13:00 p.m. In these
descriptions, incoming and outgoing traffic have 01 hour of
granularity.

Figure. 5: CEFET-MG incoming traffic managed by traffing
shapping

Table 2 illustrates network characterization in terms of traffic
volume, such as required by the proposed methodology. Be-
sides, average throughput demands for download and upload
traffic are also shown (pi is the priority of class i). It should
be noticed the predominance of classes 20 and 30: down-
load traffic for classes 20 and 30 are bigger than CEFET-MG
available bandwidth (L = 6Mbps).
Since the demand for upload traffic is considerably lower
than the bandwith available (less than 3Mbps vs 6Mbps),

Figure. 6: CEFET-MG outgoing traffic managed by traffing
shapping

Table 2: Traffic on Septemper 20th, 2012 - 12h 13h (granu-
larity of 1 hour)

Traffic class Priority Download [Kbps] Upload [Kbps]
Kbps % Kbps %

10: Local servers 3 114 0.38 199 7.22
20: Web: HTTP traffic 4 15,160 51.15 1,897 68.83
30: Web: Social networks 6 13,357 45.06 543 19.70
40: CEFET-MG Web 1 159 0.54 36 1.31
50: CEFET-MG Systems 2 801 2.70 71 2.58
60: Nonclassified traffic 5 49 0.17 10 0.36
Total 29,640 100.00 2,756 100.00

then the implementation of traffic shaping to upload would
not lead to performance gains. Based on this observation,
outgoing traffic has been ignored during optimization.
The traffic emulation (step 2) considers a bandwidth (L) of
6Mbps for download and upload traffic. For these experi-
ments, the priorities pi have been set as static values, known
a priori in the interval {1, . . . , n}. The total download and
upload throughput demand can also be static (T ) or ran-
dom, following uniform distribution U(T − ε, T + ε), with
ε = 17%. Table 3 summarizes the instances considered for
traffic emulation.

Table 3: Instances for traffic emulation
Instances Pi Network workload (T ) Demand

Throughput (tdi)

Instance 1 Static values
predefined T =

∑
tdi tdi

Instance 2

Arrangement
{1, . . . , n}

with
repetition

T =
∑
tdi tdi

Instance 3

Arrangement
{1, . . . , n}

without
repetition

T =
∑
tdi tdi

Instance 4 Static values
predefined

T =
∑

tdi

T
′ ∼ U(T−ε, T+ε)

tdi∑
tdi

T ′

Instance 5

Arrangement
{1, . . . , n}

with
repetition

T =
∑

tdi

T
′ ∼ U(T−ε, T+ε)

tdi∑
tdi

T ′

Instance 6

Arrangement
{1, . . . , n}

without
repetition

T =
∑

tdi

T
′ ∼ U(T−ε, T+ε)

tdi∑
tdi

T ′

In a first test, the instance 1 (download) has been used to
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evaluate the proposed methodology. At this moment, only in-
stance 1 has been implemented in order to proceed the work
on Identification Model step. Ten MLPs of format (6,k,1)
(6 inputs, k neurons in the hidden layer, 1 output), AN-
FIS (with 2 membership functions and 5 epochs) and RBF
(spread factor equal 100) neural networks have been built
for generating models for throughput and packet loss for
the six classes. Values k = 3, 5, 10, 12, 15, 20, 25, 30 have
been tested. The MLP networks have been trained using
Levenberg-Marquardt training algorithm. The stop criteria
were global error or norm of the gradient vector (both should
be higher than 10−8), with 1,000 epochs ceil.
Three scenarios are considered on optimization: Scenario 1
(L = 30Mbps), Scenario 2 (L = 24Mbps), and Scenario 3
(L = 6Mbps). The third scenario was the real situation of
CEFET-MG before the implantation of the 1Gbps network.
The other ones are theoretical scenarios of bandwidth expan-
sion.

Table 4: Scenario 1 (L = 30Mbps): Neural network error
validation for throughput offered and packet loss

Variable Best Model Error validation Epochs
td1 MLP(6,3,1) 0.0035472 10
td2 MLP(6,15,1) 0.0038104 10
td3 MLP(6,10,1) 0.0011807 13
td4 MLP(6,5,1) 0.0034722 13
td5 MLP(6,3,1) 0.0034340 12
td6 MLP(6,3,1) 0.0016098 9
pl1 MLP(6,3,1) 0.0000000 0
pl2 MLP(6,12,1) 0.0007846 17
pl3 MLP(6,12,1) 0.0009170 14
pl4 MLP(6,3,1) 0.0000000 0
pl5 MLP(6,3,1) 0.0000000 0
pl6 MLP(6,3,1) 0.0000000 0

Table 5: Scenario 2 (L = 24Mbps): Neural network error
validation for throughput offered and packet loss

Variable Best Model Error validation Epochs
td1 MLP(6,30,1) 0.0047572 13
td2 MLP(6,5,1) 0.0031371 12
td3 MLP(6,3,1) 0.0012160 45
td4 MLP(6,12,1) 0.0046591 12
td5 MLP(6,15,1) 0.0046365 16
td6 MLP(6,3,1) 0.0021880 11
pl1 MLP(6,3,1) 0.0000000 0
pl2 MLP(6,15,1) 0.0012241 46
pl3 MLP(6,10,1) 0.0018991 13
pl4 MLP(6,3,1) 0.0000000 0
pl5 MLP(6,3,1) 0.0000000 0
pl6 MLP(6,3,1) 0.0000000 0

A comparison between the neutral network models built to
scenarios 1, 2 and 3 can be performed from Tables 4, 5 and 6.
These results refer to throughput tdi and packet loss pli ob-
served for all classes. Validation errors and number of epochs
required for training, important metrics to evaluate models,
are also presented. Classes 1, 4, 5, and 6 have reached vali-
dation error 0 for packet loss because the traffic demand for
these classes is very low. Besides, it was possible to note that
the best model for all the scenarios is always a MLP network,
what suggests that this kind of regression mechanism is more
suitable for the considered application.
It should be noticed from these results that the proposed ap-

Table 6: Scenario 3 (L = 6Mbps): Neural network error
validation for throughput offered and packet loss

Variable Best Model Error validation Epochs
td1 MLP(6,3,1) 0.0025289 8
td2 MLP(6,3,1) 0.0003766 34
td3 MLP(6,5,1) 0.0000001 656
td4 MLP(6,5,1) 0.0025243 10
td5 MLP(6,3,1) 0.0025042 10
td6 MLP(6,3,1) 0.0024328 10
pl1 MLP(6,3,1) 0.0000000 0
pl2 MLP(6,3,1) 0.0014640 430
pl3 MLP(6,3,1) 0.0001141 60
pl4 MLP(6,3,1) 0.0000000 0
pl5 MLP(6,3,1) 0.0000000 0
pl6 MLP(6,3,1) 0.0000000 0

proach was able to generate good models for all classes. The
validation errors observed were very low, what indicates that
it was able to obtain generalized models. It means robust-
ness on the evaluation of solutions inside the optimization
algorithm, since it depends on the approximated models in
order to evaluate the candidate parameters.
At this moment, the authors are working on steps 4 and 5.
The genetic algorithm that will be used to optimize the QoS
parameters is being implemented. It will use the MLP mod-
els in order perform the optimization. The development of
the analysis module will start after a preliminary evaluation
of the proposed algorithm.

V. Conclusion

This work proposes a new methodology for traffic shaping
multiobjective optimization. In a scenario of Next Genera-
tion Network, including web services practices, QoS insur-
ance is essential to provide acceptable service levels.
The proposed methodology includes traffic estimation, char-
acterization and emulation, optimization of QoS and further
solution analysis. This approach enhances the applicabil-
ity in environments with high traffic demands, characterized
by hybrid traffic. The model identification of traffic shaping
mechanism, implemented by Artificial Neural Networks, al-
lows to optimize any traffic shaping tool which is based on
assured rate, ceil rate and priority parameter tuning. It has
been employed to a real case study, handled by CEFET-MG.
Until now, three steps have been completed: traffic charac-
terization, traffic emulation and model identification. The
next steps involve the implementation of a multiobjective ge-
netic algorithm (NSGA-II) to optimize traffic shaping param-
eters. Furthermore, a module which is able to perform solu-
tion analysis will be implemented too.
Future work based on the discussion and partial implemen-
tation of the methodology can be presented. The first one
involves studying methodologies to support different behav-
iors and changes on network environment over time. As the
optimization process occurs only at a single time interval, it
is desirable that the methodology presents a set of solutions
applicable over a longer period of time. This improvement
can be achieved by identifying changes in traffic demand by
mechanisms of fuzzy logic. For each new pattern demand
network identified, the methodology is reapplied to build a
database of optimized solutions for traffic shaping mecha-
nism.
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However, considering the dynamics of the network environ-
ment, it is desirable that the methodology support Variable
Bit Rate (VBR) model data transmission or replication of
traces network. This approach suggests that gains repre-
senting traffic shaping are obtained, from the time that the
changes are well identified through the evaluation process.
Another important topic is to evaluate the impact of changing
the design time intervals δk. The granularity required for the
application of this methodology represents a trade-off: small
time intervals increase the gains in performance with high
computational cost, as well as large time intervals reduces
the cost of the methodology with no significant gains.
Finally, after the implementation of dynamic characteristic
of computer networks in the methodology, the traffic shaping
setups can be optimized. Network connections can be iden-
tified and classified into classes from traffic patterns with the
support of fuzzy logic and artificial neural networks. Thus,
the architecture of traffic shaping mechanisms implemented
in the network can be optimized in terms of the adequacy of
the number and traffic classes allocation, as well as metrics
such as throughput offered, packet loss and latency.
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