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Abstract: Validating a given clustering result is a very chal-
lenging task in real world. So for this purpose, several clus-
ter validity indices have been developed in the literature. Clus-
ter validity indices are divided into two main categories: ex-
ternal and internal. External cluster validity indices rely on
some supervised information available and internal validity in-
dices utilize the intrinsic structure of the data. In this paper
a new external cluster validity index, MMI and its normalized
version NMMI have been implemented based on Max-Min dis-
tance along data points and prior information using structure
of data. A new probabilistic approach has been implemented to
find the correct correspondence between the true and obtained
clustering. Different possibilities for probabilistic approaches
have been considered and tried to rectify their problems. Ge-
netic K-means clustering algorithm (GAK-means) and single
linkage clustering technique have been used as the underlying
clustering techniques. Results of proposed index for classifying
the true partitioning results have been shown for six artificial
and two real-life data sets. GAK-means and single linkage clus-
tering techniques are used as the underlying partitioning tech-
niques with the number of clusters varied in a range. The MMI
and NMMI index are then used to determine the appropriate
number of clusters. Performance of MMI along with its two ver-
sions MMI old and MMI new along with its normalized version
NMMI are compared with the existing external cluster valid-
ity indices, F-measure, purity, normalized mutual information
(NMI), rand index (RI), adjusted rand index (ARI). Proposed
MMI index works well for two class and multi class data sets.

Keywords: Cluster validity, External cluster validity index, Ge-
netic K-means clustering algorithm, Single linkage clustering.

I. Introduction

Clustering is used to partition the unlabelled data into differ-
ent groups such that data objects within the same group are
similar to each other according to some criteria of similarity
and dissimilar to each other according to the same criteria

[24]. Clustering is also known as unsupervised learning and
mainly used in the fields of bioinformatics, web data anal-
ysis, text mining, and scientific data exploration. So in re-
cent years many clustering algorithms have been developed
[25, 26]. But the main challenging research question is which
one of the clustering algorithms is best suitable for identify-
ing the true partitioning of a given data set.

So cluster validity indices have been developed to validate
the partitioning obtained by the clustering algorithms. In the
literature there are mainly two different types of cluster va-
lidity indices available[11]: external and internal. External
validity indices use the supervised information. These in-
dices mainly quantify how good is the obtained partitioning
with respect to prior class labelled information available. Ad-
justed rand index, Rand index, F-measure, Purity, NMI are
some common examples of external validity indices. Inter-
nal validity indices are based on intrinsic information of the
data. Most of the internal validity indices quantify how good
a particular partitioning is in terms of the compactness and
separation between clusters:

• Compactness: The proximity among the cluster ele-
ments can be measured using this. Variance is a com-
monly used measure of compactness.

• Separability: In order to differentiate between two clus-
ters, this measure is used. One commonly used measure
of separability is the distance between two cluster cen-
ters. This measure is easy to compute and can detect
hyperspherical-shaped clusters well.

Among the internal cluster validity indices some well-known
cluster validity indices are the BIC-index [13], CH-index
[14], Silhouette-index [17], DB-index [15], Dunn-index [16],
XB-index [19], PS-index [20], and I-index [18]. In this paper
we have developed an external cluster validity index.
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Here two new external validity indices, namely MMI[1]
and NMMI, have been explored based on Max-Min distance
between obtained clustered data and true prior available class
labeled data. These validity indices depend on main three
important factors given below:-

1. Relative ratio of misclassified data items.

2. True classified data items belonging to a particular class
and cluster.

3. Distances between data items belonging to a particular
class and cluster according to class and cluster contin-
gency table.

Basically it gives a mapped value which quantifies how good
is the obtained clustering result with respect to the true so-
lution. Here in MMI [1] some changes have been employed
to evaluate truly classified data items. Different probabilis-
tic approaches are applied for evaluation of misclassified
and truly classified data items. Results obtained through
MMI[1] have been divided into two parts like MMI old and
MMI new. These indices, MMI and NMMI, ensure the
identification of the appropriate partitionings from data sets,
i.e., its obtained maximum value for MMI-version and low-
est value for NMMI ensure that cluster solution is very simi-
lar to true partitioning. For evaluation of the indices, genetic
K-means (GAK-means)[2] and single linkage [6] clustering
algorithms are used as the underlying clustering techniques.
Results have been shown for six artificial and two real-life
data sets. Comparisons have been done with five existing
and well known external cluster validity indices, purity[9],
F-measure[22], NMI[23], adjusted rand index(ARI)[3] and
rand index[12].

This paper is organized as follows: Section II describes
in detail the background and related works; Section III tells
about the newly proposed external cluster validity index
MMI; Section IV describes the newly proposed method of
determining the correspondence between the true partition-
ing and the obtained partitioning; Section V discusses about
the essential parameters related to MMI index and finally de-
fines the index; Section VI describes in detail essential pa-
rameters related to normalized MMI index: NMMI; Section
VII discusses the data sets used for experimental results; Sec-
tion VII explores the experimental results; and finally Section
IX concludes the paper.

II. Background and Related Work

In most of the papers, external cluster validity indices try to
compare the true supervised information with the obtained
clustering result[11]. But it has been seen that most of the
cluster validity indices fail if there are some overlaps among
original clusters in some data sets. For evaluation of the ob-
tained cluster solution with respect to the true supervised
information, different external cluster validity indices have
been developed.

Rand Index (RI) proposed by Rand [12][24], is a popular
cluster validation index given as:

RI =
a+ d

a+ b+ c+ d
(1)

or

RI =
TP + TN

TP + FP + FN + TN
(2)

Where TP shows true positive, TN is of true negative, FP
is of false positive and FN is of false negative. These all
are similar to a, b, c and d. RI value lies between [0,1].
When two solutions perfectly match, value of Rand index
is 1. The problem associated with Rand index is that it does
not show constant value for random partitions[4] . So Hubert
and Arabic[3] overcome the deficiency of Rand index and as-
sume randomness for partitions. So modified Rand index(RI)
is defined as follows:

Adjusted Index =
Index− ExpectedIndex

Max Index− Expected Index
, (3)
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Here U denotes the set of all true classes and V denotes the
set of all clusters; where a:- number of data items belonging
to same class of U and same cluster of V, b:-number of data
items that are placed in same class of U but different clusters
of V, c:-number of data items that are placed in same cluster
of V but different classes in U, d:-number of data items that
are placed in different classes of U and in different clusters
of V, and nij represents the total number of common data
items which are in same class Ui and same cluster Vj . In
contingency Table I, data item pairs have been shown corre-
sponding to their true solution and obtained cluster solution.
ARI[3] gives value between [0,1], 1 for best partitioning re-
sult and 0 for worst partition, -1 value shows random parti-
tioning result.

F-measure: inherits the concepts of precision and recall
from information retrieval [22]. For cluster Vj and class Ui

Recall(Ui, Vj) =
nij

ni
(6)

Precision(Ui, Vj) =
nij

nj
(7)

where nij equals number of data items belonging to class Ui

and cluster Vj , nj is the number of data items belonging to
cluster Vj and ni denotes number of data items belonging to
class Ui.

F (Ui, Vj) =
2×Recall(Ui, Vj) ∗ Precision(Ui, Vj)

Precision(Ui, Vj) +Recall(Ui, Vj)
(8)

The F-measure value lies within [0,1] and high value indi-
cates the higher clustering quality.

Purity[9]:- This external cluster validity index is similar
to entropy. It counts the fraction of common data items of
cluster Vj with respect to particular class Ui. Evaluation of
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purity for obtained partitioning result is done on the weighted
average of all individual cluster purities.

Purity =
1

N

∑
j

max
i
| Ui ∩ Vj | (9)

NMI[23]:- Normalized Mutual Information for evaluation
of true partitioning results can be formulated as below-

NMI(Ui, Vj) =
I(Ui, Vj)

[H(Vj) +H(Ui)]/2
(10)

where,

I(Ui, Vj) =
∑
i

∑
j

P (Ui ∩ Vj)log
P (Ui ∩ Vj)

P (Ui)P (Vj)
(11)

H(Vj) = −
∑
j

P (Vj)logP (Vj) (12)

Here I(Ui, Vj) denotes the mutual information between true
assigned class and obtained cluster label, and H(Vj) is the
entropy of cluster Vj while information about Ui classes are
available .

In this paper a new approach to develop an external cluster
validity index has been proposed. The newly developed clus-
ter validity index MMI[1] and its normalized version NMMI
are based on the unsupervised and supervised learning meth-
ods. Unsupervised learning process is based on the compu-
tation of Euclidean distance. Distances between every pair
of clusters in U and V are computed. The maximum dis-
tance across columns and minimum distance across rows of
distance matrix are calculated. Thereafter true classified data
points nij and misclassified data points are determined based
on different types of probabilistic approach. Essential pa-
rameters are calculated based on the above mentioned ap-
proaches to develop some new external cluster validity in-
dices: MMI and NMMI.

III. Proposed External Cluster Validity Index:
MMI

Let X be the set of N data items: X= { x1, x2,.......,xN }.
For evaluation of obtained partitioning result with appropri-
ate number of clusters, K, agreement between cluster solu-
tion against external information is needed. Suppose here U
= { u1,u2,......,uC } with C clusters, and V = { v1,v2,......,vK
} with K clusters show two partitionings of X. Partitions
should be like this

⋃C
i=1 ui =

⋃K
j=1 vj = X, and ui

⋂
u′i =

∅ = vj
⋂
v′j . The inequality constraints are 1 ≤ i 6= i′ ≤ C

and 1 ≤ j 6= j′ ≤ K. The corresponding contigency table
which shows the matching between different clusters of U
and V is provided in Table 1. This is a matrix of size C ×K.
Here nij indicates number of pairs of data points which are
in same ith cluster of U and same jth cluster of V.

Here first Euclidean distance between each pair of data
items in cluster ui of U and cluster vj of V is computed.
Let xi ∈ ui and yj ∈ vj . Then Euclidean distance
between(xi,yj) is computed as:

dist{xi, yj} =

[
d∑

p=1

||xi
p − yj

p||2
] 1

2

, (13)

Table 1: Contingency table for two partitions U and V
U/V V 1 V 2 ... V K

U1 n11 n12 ... n1K

U2 n21 n22 ... n2K

. . . ... ·

. . . ... .

. . . ... .
UC nC1 nC2 ... nCK

Table 2: Distance Matrix between U and V partitions
U/V V 1 V 2 ... V K

U1 [d1,d2,..dn11] [d1,d2,...dn12] ... [d1,d2,...dn1K ]
U2 [d1,d2,..dn21] [d1,d2,..dn22] ... [d1,d2,..dn2K ]
. . . ... ·
. . . ... .
. . . ... .
UC [d1,d2,..dnC1] [d1,d2,..dnC2] ... [d1,d2,..dnCK ]

Here d is the dimension of the data items. Now
dist(ui,vj)=[d1, d2,.........,dnij], where d1= dist(x1, y1) and
x1 ∈ ui, y1 ∈ vj . Now another distance matrix SC×K is
calculated as follows Sij= max[d1, d2,.........dnij], where
1 ≤ i ≤ C, 1 ≤ j ≤ K and nij equals to total number of
pairs of data points belonging to the ith partitioning of U and
jth partitioning of V. This distance matrix is shown in Table
2.

Now based on these distances the compactness and sep-
arability of these partitions are calculated. After evalua-
tion of maximum distance measurement, selection of maxi-
mum distance from Sij matrix across each row is calculated.
Let P be the maximum distance vector obtained where pi=
max[Si1, Si2,......SiK] for 1 ≤ i ≤ C. Similarly another ma-
trix Q is constructed as follows: qj= max[S1j , S2j ,......SCj]
for 1 ≤ i ≤ K. Now Rmin, and Cmax are determined as
follows:

Rmin =
C

min
i=1

P i, (14)

Cmax =
K

max
i=1

Qi, (15)

IV. Evaluation of Degree of Membership Be-
tween Obtained Partitioning and True
Clustering

Here GAK-means and single linkage clustering algorithms
are executed on all data sets. Thereafter obtained partition-
ing results are compared with available true partitioning in-
formation as shown in Table 1. Let U =

⋃C
i=1 Ui and

V =
⋃K

j=1 Vj denote, respectively, the available true par-
titioning and obtained clustering results. With the help of
membership functions of GAK-means/single linkage cluster-
ing technique common data points are evaluated for every U i

and V j as shown in Table 1. Four different types of approach
have been tried for extracting actual true classified data items.

case1:- Relative ratio of obtained common data points for
every pair of class and cluster is calculated with respect to ac-
tual number of data points in the true class. Let T i= [ nij

‖Ui‖ ]is
the vector of respective relative ratios where 1 ≤ i ≤ C,
1 ≤ j ≤ K and ‖Ui‖ are data points of true cluster i. Com-
mon points with high relative ratios are selected for every
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class and cluster data item pairs. So common points nij are
selected according to max[T i]. But problem associated with
this approach is that for some data sets accompanied with
high relative ratios, the approach provides less number of
truly classified data items. So it can cause poor evaluation
results for some data sets.

case2:- Relative ratio of obtained common data points for
every pair of class and cluster is calculated with respect to
actual number of data points in the obtained cluster. Let
T i= [ nij

‖Vj‖ ]is the vector of respective relative ratios where
1 ≤ i ≤ C, 1 ≤ j ≤ K and ‖Vj‖ are data points of true clus-
ter i. Common points with high relative ratios are selected for
every class and cluster data item pairs. So common points
nij are selected according to max[T i]. But this approach
also behaves like case 1 for some data set consisting of some
symmetrically spherical shaped clusters.

case3:- Now the concept of geometric mean has been ap-
plied to find the correspondence between obtained common
data points for class and cluster. Fraction of obtained com-
mon data points with geometric mean of their corresponding
class and cluster label is calculated. Let T i=

nij√
‖Ui‖
√
‖Vj‖

is the vector of relative ratios where 1 ≤ i ≤ C, 1 ≤ j ≤ K,
and ‖Ui‖, ‖Vj‖ are the respectively true class data and cluster
partitioned data. Here max[T i] ensures the actual truly clas-
sified data items but also gives less number of truly classified
data items for some data set.

case4:- Here combination of the above mentioned ap-
proaches have been incorporated. Now relative ratio of ob-
tained common data points for every pair of class and cluster
is calculated with respect to the total number of points in
the obtained cluster. Let T i= [ nij

‖Vj‖ ] is the vector of respec-
tive relative ratios where 1 ≤ i ≤ C, 1 ≤ j ≤ K and ‖Vj‖
are data points of obtained cluster j. Common points with
high relative ratios are selected for every class and cluster
data item pairs. So common points nij are selected accord-
ing to max[T i]. But due to overlapping these selected com-
mon data points are not truly classified data items. To over-
come this severe problem, again relative ratio of obtained
common points is evaluated with true labelled data items.
Let Li=[nij

Ui
] shows relative ratio of obtained common data

points with their truly partitioned class labelled data items
Ui. Here ith true cluster was selected for jth obtained parti-
tioning by the first method. In case two obtained partitions
got their maximum relative scores for the same true cluster
we can resolve the tie by this method. The true cluster corre-
sponds to that obtained partition for which Li is maximum.
This helps us to identify the correct correspondence in case
of overlapping clusters Now number of true classified data
items can be extracted as follows:

nij=argmaxK
j=1(case1, case2, case3, case4).

These extracted numbers correspond to the actual assigned
cluster label data items and are more efficient to calculate the
validity index.

V. Essential Parameters for Evaluation of
Newly Developed Index:-MMI

External cluster validity index depends on the ratio of ex-
pected index with minor deviation to expected index with
major deviation. So for evaluating MMI cluster validity in-

dex following parameters are defined as follows:
a1= Minor deviation of truly classified data points influ-

enced by ratio of misclassified data points with max-min dis-
tance value from obtained maximum distance vector.

b1= Deviation of truly classified data points associated
with maximum distance Cmax due to misclassified data
points.

c1= Major deviation of truly classified data points influ-
enced by ratio of misclassified data points with max-min dis-
tance value from obtained maximum distance vector.

d1= Average deviation of truly classified data points from
misclassified data points.

e1= Deviation of truly classified data points associated
with minimum distance Rmin due to misclassified data
points.

Expected index with minor deviation= a1 + b1,
Expected index with major deviation= c1 + d1 + e1.
Above defined parameters are calculated as follows:

a1 =

C∏
i=1

K∏
j=1

nij − {
N −

∑C
i=1

∑K
j=1 nij

N

×Cmax ×Rmin}2 (16)

b1 = {{N −
C∑
i=1

K∑
j=1

nij} × Cmax

×
C∑
i=1

K∑
j=1

nij ×
C∑
i=1

Pi}
1
2 (17)

c1 =

C∏
i=1

K∏
j=1

nij − {
N −

∑C
i=1

∑K
j=1 nij

N

×Cmax ×Rmin}3, (18)

d1 = Cmax ×Rmin × {N −
C∑
i=1

K∑
j=1

nij}+

∑C
i=1

∑K
j=1 nij × {N −

∑C
i=1

∑K
j=1 nij}

2
(19)

e1 = {
C∑
i=1

K∑
j=1

nij × {N −
C∑
i=1

K∑
j=1

nij}

×Rmin ×
C∑
i=1

Pi}
1
2 (20)

where
∏C

i=1

∏K
j=1 nij shows multiplication of truly clas-

sified data points which belong to same class and clus-

ter, {
N−
∑C

i=1

∑K

j=1
nij

N } is relative ratio of misclassified
data points present in total N data points in a dataset.∑C

i=1

∑K
j=1 nij equals to summation of data points belong-

ing to same class-cluster pairs,
∑C

i=1 Pi equals the summa-
tion of the maximum Euclidean distance in distance matrix.

Now MMI cluster validity index can be defined as
follows:-

MMI =
a1 + b1

c1 + d1 + e1
(21)
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MMI value lies between [0,1]; value of 1 indicates true par-
titioning results, value of 0 is its lower value of clustering
result and if somehow -1 value is obtained than it is totally
worst result.

VI. Normalized External Cluster Validity
Index:-NMMI

For evolution of true clustering result essential factor is
to calculate truly classified object pairs, misclassified data
items, relative ratio of misclassified data items in contrast
with their unsupervised property like max-min distance sep-
aration among class cluster object pairs. So for normalized
version of MMI say NMMI, essential parameters are defined
as follows:

x = filter of misclassified data items with respect to total
sum of truly classified data items

y = summation of maximum separable distance across
class-cluster contingency table associated with truly classi-
fied data items. Separable distance ensures to prevent overlap
between clusters and leads to selection of true cluster result.

z = selection of misclassified data items with relative ra-
tio of deviation while keeping their maximum and minimum
separation distances while finding correspondence between
class-cluster data pairs.

x =

√√√√ C∑
i=1

K∑
j=1

nij + [N −
C∑
i=1

K∑
j=1

nij ] (22)

y =

√√√√ C∏
i=1

K∏
j=1

nij +

C∑
i=1

Pi (23)

z =
Cmax +Rmin + [N −

∑C
i=1

∑K
j=1 nij ]

N−
∑C

i=1

∑K

j=1
nij

N

(24)

where {
N−
∑C

i=1

∑K

j=1
nij

N } is the relative ratio of misclas-
sified data items,

∑C
i=1

∑K
j=1 nij equals the summation of

data points belonging to same class-cluster pairs,
∑C

i=1 Pi

equals the summation of the maximum Euclidean distance in
distance matrix.

So NMMI can be defined as follows:-

NMMI =
x

y + z
(25)

NMMI value lies between [0,1]. Value close to 0 gives the
truly partitioning results, higher value does not give the good
evaluation result.

VII. Data Set Used for Experiment

Here six artificial data sets and two real-life data sets
are used for evaluation. AD 10 2, AD 5 2, AD 6 2,
AD 4 3, Mixed 5 2, AD 9 2, are artificial data sets and
Iris, Newthyroid belong to real-life data sets.

1. AD 10 2: This data set, used in [7], consists of 500
two-dimensional data points and is distributed over 10
different clusters. Each cluster consists of 50 data points
and, clusters are highly overlapping in nature. This data
set is shown in Figure 3(a).

2. AD 5 2: This data set, used in [8], consists of 250 two-
dimensional data points and is distributed over 5 dif-
ferent spherically shaped clusters. These clusters are
highly overlapping and, each consists of 50 data points.
This data set is shown in Figure 3(b).

3. AD 6 2: This data set consists of 300 two-dimensional
data points, and is distributed over 6 different hyper-
spherical shaped clusters. Each cluster consists of 50
data points. This data set is shown in Figure 3(c).

4. AD 4 3: This data set has 400 three-dimensional data
points, and is distributed over four clusters. Each cluster
consists of 100 data points. This data set is shown in
Figure 3(d).

5. AD 9 2: This data set consists of 900 two-dimensional
data points and is distributed over nine clusters. This
data set is shown in Figure 3(f)

6. Mixed 5 2: This data set, used in [21], consists of 850
two-dimensional data points and is distributed over five
spherically shaped clusters. This data set is shown in
Figure 3(e).

7. Iris: This data set, obtained from [10], consists of 150
four-dimensional data points, and is distributed over
three different clusters. Each cluster consists of 50 data
points. It shows four different categories of irises. Out
of three classes, two of them, Vergincia and Versicolor,
are highly overlapping with each other and last one Se-
tosa is linearly separable from others.

8. Newthyroid: This data set, obtained from [10] consists
of total 215 data items with five features. Three classes
are classified as euthyro idism, hypothyroidism or hy-
perthyroidism under the five laboratory test results.

VIII. Experimental Result

Here Genetic K-means algorithm(GAK-means)[2] is used
for partitioning the data sets. Number of clusters is varied
from K=2 to K=12 for artificial data sets and K=2 to K=7
for real-life data sets. To determine the appropriate parti-
tioning from these data sets, we have computed the values of
MMI old, MMI new, NMMI, F-measure, Purity, NMI,
ARI and RI for different number of clusters K. The parti-
tioning for which a particular index obtains its maximum
value is considered to be the optimum partitioning. The val-
ues of different indices MMI old[1], MMI new, NMMI,
F-measure, Purity, NMI, ARI and RI for different values
of number of clusters are shown in Tables 3, 4 and 5 re-
spectively for artificial and real-life data sets. For data set
AD 10 2, RI index attains its maximum value for K = 10
and K = 11; thus it identifies K = 10 and K = 11 as
the optimal number of clusters. The corresponding value of
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(a) (b) (c)

(d) (e) (f)

Figure. 1: Artificial Data Sets (a) AD 10 2 (b) AD 5 2 (c) AD 6 2, (d)AD 4 3 (e) Mixed 5 2, (f)AD 9 2

(a) (b) (c)

(d) (e) (f)

Figure. 2: Partitioning results obtained after application of GAK-means clustering technique on (a) AD 10 2 (b) AD 5 2
(c) AD 6 2, (d)AD 4 3, (f)AD 9 2, and Single linkage on (e)Mixed 5 2 corresponding to the highest values of MMI, ARI,
RI, F-measure, Purity, NMI and lowest value of NMMI

RI index is 0.983038. For data set AD 4 3, F-measure at-
tains its highest value 0.750000 at K=5, NMI also attains its
highest value 0.943452 at K = 5. Thus according to these
indices K = 5 is the optimal number of clusters. But ac-
tual partitioning result comprises of 4 different clusters. For
data set AD 9 2, both RI and ARI indices attain their high-
est value say 1.000000 with cluster number 8 and 9, respec-
tively. These have been shown in Table 3. But there are
actually 9 different clusters in this data set. For Iris data set
NMI index attains its highest value 0.667305 with K = 4.
Thus optimum value of NMI index suggests that there are
4-different clusters but actual number of clusters in this data
set is 3. Results have been shown in Table 4. For Newthy-
roid data set F-measure attains its highest value 0.201219 at
K = 5 and NMI index obtains its highest value 0.390785
at K = 4. Thus according to F-measure Newthyroid has

5 different clusters and according to NMI it has 4 different
clusters. But the true partitioning of this data set has 3 differ-
ent clusters. Results have been shown in Table 4. Optimum
partitionings identified by the MMI-index and NMMI index
are shown in Figure 2 for all artificial data sets. Graph plots
of values obtained by different indices with respect to num-
ber of clusters for different data sets are shown in Figure 3.
Results show that MMI and NMMI indices are also better
than ARI. It is evident from the results on AD 5 2. Figure
2(b) shows the partitioning obtained by GAK-means for K=5
on this data set. After visual inspection we can say that this
partitioning is very near to the optimal one. But ARI ob-
tains value of 0.853434, whereas two different versions of
MMI provide values of 0.999877 and 0.931684, respectively
and NMMI index attains value of 0.000109. This proves that
NMMI and MMI-versions are more robust in detecting the
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure. 3: Graphs showing the obtained values of cluster validity indices versus number of clusters for data sets (a) AD 10 2
(b) AD 5 2 (c) AD 6 2, (d)AD 4 3 (e) Mixed 5 2, (f)AD 9 2 ,(g)Iris and (h) Newthyroid
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optimal partitioning. Results have been shown in Table 5.
Here again Single linkage algorithm[6] is used for parti-

tioning the data set Mixed 5 2. Number of clusters is var-
ied from K=2 to K=10. The values of different indices F-
measure, Purity, NMI, MMI old, MMI new, ARI and RI
for different values of number of clusters are shown in Table
V, respectively for this artificial data set Mixed 5 2. Fig-
ure 2(f) shows the partitioning obtained by Single linkage for
K=5 on this data set. Number of misclassified data points is
one in this optimal partitioning result. MMI-versions provide
values of 0.999786 and 0.999922, respectively and NMMI
provides value of 0.000109 whereas ARI and RI both pro-
vide value of 1.00000. This shows that MMI-version and
NMMI are more robust in detecting the optimal partitioning.
As there is one misclassified data item, MMI versions are
not getting values of 1. In this new probabilistic approach
of finding correspondence between obtained partitioning and
true partitioning, MMI new dominates over MMI old[1]
with respect of determining of true partitioning from differ-
ent data sets.

IX. Conclusion

In this paper a novel approach has been adopted to develop
a new external cluster validity index, named MMI and its
normalized version say NMMI to quantify the obtained par-
titionings after application of a given clustering technique
with respect to the true partitioning. It works well for two
class and multi-class data sets. We have used different prob-
abilistic concepts to identify the correspondence between the
obtained and true partitionings. MMI new ensures that the
MMI index value lies between [0,1] with respect to the truly
classified data items in comparison with MMI old. NMMI
index always works well for true optimum solution. A ge-
netic K-means clustering algorithm (GAK-means) and Sin-
gle linkage clustering technique are used as the underlying
partitioning techniques.

Results and comparison graph plots of different index val-
ues are shown for six artificial and two real-life data sets.
NMMI and MMI-version index are always able to determine
the optimum partitioning for these data sets. Results are com-
pared with already existing external cluster validity indices
F-measure, Purity, NMI, adjusted rand index (ARI), and rand
index (RI).

It has been observed in some cases that values of F-
measure, NMI, Purity, RI, ARI for optimum partitioning are
lower or higher than corresponding MMI-version and NMMI
values. Use of both true classification information of all data
items and also some unsupervised information help MMI-
version and NMMI to obtain the highest value for optimum
partitioning. For worst partitionings MMI obtains lower val-
ues and NMMI obtains higher values close to 1.
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Table 3: Computed values of F-measure, Purity, NMI, RI, ARI, MMI, NMMI indices with different values of number of
clusters, K, for Artificial data sets when GAK-means is used as the underlying clustering technique

Data set K F-measure Purity NMI RI ARI MMI old MMI new NMMI
AD 10 2 K=2 0.232670 0.200000 0.405863 0.389980 0.197288 -0.001324 0.000061 0.484093

K=3 0.399084 0.300000 0.576266 0.549764 -0.181418 -0.001343 0.000062 0.409725
K=4 0.513832 0.400000 0.720318 0.646244 -0.165335 -0.00132 0.000062 0.364346
K=5 0.572640 0.500000 0.789261 0.704810 -0.084125 -0.001380 0.000122 0.292242
K=6 0.633669 0.598000 0.804696 0.767825 0.019063 0.001456 0.000241 0.230100
K=7 0.700220 0.698000 0.857865 0.808569 0.131703 0.007062 0.000999 0.071607
K=8 0.787203 0.798000 0.915233 0.883559 0.438978 0.744340 0.743367 0.001710
K=9 0.857307 0.898000 0.953484 0.942485 0.700072 0.899798 0.980791 0.000197

K=10 0.875010 0.994000 0.988616 0.983038 0.991084 0.999999 0.999999 0.000001
K=11 0.871000 0.954000 0.974763 0.983038 0.919900 0.989444 0.989444 0.000178
K=12 0.834959 0.898000 0.947892 0.966116 0.888888 0.983647 0.983647 0.002181

AD 5 2 K F-measure Purity NMI RI ARI MMI old MMI new NMMI
K=2 0.397714 0.400000 0.475800 0.305221 -0.392451 -0.010820 0.000549 0.677894
K=3 0.465900 0.596000 0.605798 0.507277 -0.162124 -0.002890 0.002150 0.342402
K=4 0.599254 0.796000 0.737453 0.713060 0.172911 0.276355 0.1348898 0.042124
K=5 0.744365 0.940000 0.878824 0.953510 0.853434 0.999877 0.931684 0.001900
K=6 0.687464 0.836000 0.821830 0.838490 0.462769 0.571607 0.054731 0.032528
K=7 0.651268 0.752000 0.799924 0.800964 0.308924 0.031852 0.001286 0.142945
K=8 0.581553 0.552000 0.766465 0.743743 0.068070 0.001428 0.000016 0.272488
K=9 0.550421 0.552000 0.742524 0.694104 -0.163308 -0.010820 0.000548 0.383433

K=10 0.557782 0.440000 0.759351 0.704225 -0.151700 -0.010820 0.000545 0.383439
K=11 0.499668 0.324000 0.743406 0.712739 -0.141497 -0.010820 0.000521 0.362360
K=12 0.485010 0.212000 0.734569 0.719550 -0.133028 -0.010811 0.000051 0.344573

AD 6 2 K F-measure Purity NMI RI ARI MMI old MMI new NMMI
K=2 0.389018 0.333333 0.408449 0.335095 -0.327979 -0.002107 0.001054 0.502297
K=3 0.470556 0.500000 0.717614 0.503902 -0.170229 -0.002364 0.000833 0.379295
K=4 0.608889 0.666677 0.847498 0.670011 0.054444 0.002633 0.000545 0.259691
K=5 0.72222 0.830000 0.925549 0.835006 0.470353 0.608066 0.328981 0.033617
K=6 0.830000 0.996667 0.994825 1.000000 1.000000 1.000000 1.000000 0.000000
K=7 0.783550 0.923333 0.963916 0.959220 0.845960 0.983158 0.676604 0.003489
K=8 0.739246 0.853333 0.935249 0.918172 0.679871 0.006656 0.0219708 0.031316
K=9 0.736398 0.780000 0.908142 0.877191 0.501660 -0.002414 0.000542 0.104917

K=10 0.689462 0.706667 0.882385 0.836343 0.309973 -0.002414 0.000309 0.162423
K=11 0.653115 0.690000 0.867828 0.841093 0.320855 -0.0023819 0.000287 0.151950
K=12 0.578329 0.550000 0.844935 0.799688 0.110093 -0.002235 0.000469 0.184111

AD 4 3 K F-measure Purity NMI RI ARI MMI old MMI new NMMI
K=2 0.497776 0.500000 0.562345 0.253133 -0.495623 -0.001521 0.000761 0.654163
K=3 0.663744 0.747500 0.745689 0.626566 0.143974 0.002305 0.002234 0.264910
K=4 0.748744 0.995000 0.874543 1.000000 1.000000 1.000000 1.000000 0.000000
K=5 0.750000 0.912500 0.943452 0.904060 0.732719 0.179385 0.004856 0.060903
K=6 0.686244 0.810000 0.893421 0.810075 0.447567 0.002151 0.000357 0.219938
K=7 0.608553 0.655000 0.845462 0.720489 0.143734 -0.001861 0.000519 0.320509
K=8 0.589577 0.507500 0.817537 0.731905 0.163977 -0.001849 0.000476 0.336074
K=9 0.536792 0.420000 0.752375 0.637268 -0.185953 -0.001521 0.000761 0.353894

K=10 0.487112 0.272500 0.754152 0.647368 -0.172434 -0.001521 0.000076 0.377144
K=11 0.487112 0.262500 0.735821 0.654411 -0.162734 -0.001521 0.000007 0.396685
K=12 0.478384 0.135000 0.718333 0.662426 -0.151366 -0.001521 0.000057 0.396687

AD 9 2 K F-measure Purity NMI RI ARI MMI old MMI new NMMI
K=2 0.285111 0.26000 0.359702 0.388990 -0.010586 0.009320 0.009320 0.869118
K=3 0.358264 0.367382 0.413303 0.638282 -0.009224 0.009321 0.009321 0.827821
K=4 0.408621 0.413333 0.516467 0.689247 0.025272 0.009321 0.009337 0.796973
K=5 0.506406 0.547778 0.641392 0.745611 0.139379 0.009321 0.009398 0.764963
K=6 0.586715 0.617778 0.699262 0.843970 0.509873 0.039758 0.039758 0.544740
K=7 0.676495 0.748889 0.793442 0.909195 0.738936 0.084977 0.089767 0.040404
K=8 0.747031 0.877778 0.881010 1.000000 1.000000 0.988095 0.988095 0.001469
K=9 0.884444 0.998880 0.998452 1.000000 1.000000 1.00000 1.000000 0.000000

K=10 0.856419 0.924444 0.987624 0.970458 0.845317 0.988999 0.999876 0.001867
K=11 0.835657 0.853333 0.899504 0.936258 0.652702 0.968755 0.966743 0.037120
K=12 0.791489 0.730000 0.883586 0.918342 0.548303 0.953395 0.963395 0.055777
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Table 4: Computed Values of F-measure, Purity, NMI, RI, ARI, MMI, NMMI indices with different number of clusters (K)
for Real-life data sets when GAK-means is used as the underlying clustering technique

Dataset K F-measure Purity NMI RI ARI MMI old MMI new NMMI
Iris K=2 0.530373 0.666667 0.437563 0.315441 0.279232 0.030780 0.002054 0.518562

K=3 0.602943 0.873333 0.542764 0.711136 0.411854 0.370015 0.356167 0.046082
K=4 0.561181 0.713333 0.667305 0.600296 0.104867 0.046616 0.014823 0.286323
K=5 0.561181 0.513333 0.677302 0.627483 0.151115 0.054077 0.013020 0.446234
K=6 0.467052 0.366667 0.627699 0.467672 -0.299095 -0.025795 0.001369 0.621545
K=7 0.455766 0.353333 0.657293 0.499651 -0.299095 -0.025791 0.001360 0.595419

Newthyroid K F-measure Purity NMI RI ARI MMI old MMI new NMMI
K=2 0.170603 0.418685 0.342427 0.327190 -0.347957 -0.000291 0.000148 0.139021
K=3 0.195297 0.567442 0.370785 0.519278 0.478610 0.040400 0.194261 0.079206
K=4 0.186356 0.441860 0.390785 0.132623 -0.704227 -0.00018 0.000093 0.166352
K=5 0.201219 0.381395 0.369231 0.156401 -0.649533 -0.000170 0.000085 0.144232
K=6 0.176483 0.000231 0.117932 0.245333 -0.460122 0.000170 0.000007 0.127143
K=7 0.175890 0.000001 0.006392 0.252597 -0.444837 0.000170 0.000007 0.115446

Table 5: Computed values of F-measure, Purity, NMI, RI, ARI, MMI, NMMI indices with different values of number of
clusters, K, for Artificial data set Mixed 5 2 when single linkage is used as the underlying clustering technique.

Dataset K F-measure Purity NMI RI ARI MMI old MMI new NMMI
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