Suitability of Artificial Neural Network to Text Document Summarization in the Indian Language-Kannada
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Abstract- The work explores the suitability of artificial neural network based summarizer to text document summarization in the Kannada language. A feed forward neural network, which is also called as back propagation network is trained on a corpus of text documents. The corpus is custom built for this purpose using Kannada web portals.
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I. INTRODUCTION

Information Retrieval (IR) is the process of finding material, usually document, of an unstructured type, that supplies the information needed within the given large collections of documents. Text summarization is the application of Information Retrieval. Text summarization based on machine learning is a widely used technology in the field of Information Retrieval (IR) and text mining, which have gained importance in the recent years. Further, text summarization helps to find the desired information quickly and efficiently. It is further noted that text document summarization is a predominant field of Natural Language Processing (NLP).

The important note is that, text document summarization is an accepted solution for the larger problem of content analysis. It is often seen as the task of passage extraction problem and the content delivered is the meaningful approximation of the original document. There are two variants of text document summarization: extractive summarization where the source text is transferred to constitute the summary text. Another approach is abstractive summarization which is intended to find individual manifestations of specified important notions regardless of status.

We have devised a summarizer based on artificial neural network approach. An artificial neural network (ANN), usually called as ANN or NN( Neural Network), is a mathematical model or computational model inspired by the structural and/or functional aspects of a biological neural network. The Figure 1 depicts the structure of ANN.
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Figure 1: Artificial Neural Network

The first layer has input neurons, which send data via synapses to the second layer of neurons, and then via more synapses to the third layer of output neurons. More complex systems will have more layers of neurons with some having increased layers of input neurons and output neurons. The synapses store parameters called "weights" that manipulate the data in the calculations.

An ANN is typically defined by three types of parameters:

1. The interconnection pattern.
2. The learning process.
3. The activation function.

Mathematically, a neuron's network function \( f(x) \) is defined as a composition of other functions \( g_i(x) \), which can further be defined as a composition of other functions. This can be conveniently represented as a network structure, with arrows depicting the dependencies between variables.

The summarization process depicted here consists of training the artificial neural network. The parameters used are paragraph location, sentence length, whether paragraph follows title or not, thematic word ratio for each sentence, title word ratio, first sentence in paragraph, and sentence location.

The rest of the paper is organized as follows. Section-II highlights the literature survey; Section-III describes the methodology adopted in this work. Section-IV is about the Results and Discussion.

II LITERATURE SURVEY

(Mari-Sanna Paukkeri et.al, 2010) have proposed an approach, which selects words and phrases that best describe the meaning of the documents by comparing ranks of frequencies in the documents to the reference corpus.

(Gabor Berend et.al, 2010) have worked on the development of a framework called SZETERGAK that treats the reproduction of reader assigned key words as a supervised learning task. In this work, a restricted set of token sequences are used as classification instances.

(Michael.J. Paul et.al, 2010) have proposed the work which uses an unsupervised probabilistic approach to model and extract multiple viewpoints in the given text. The authors have also used Lex rank, a novel random walk formulation to score sentences and pairs of sentences. The opposite view points based on both representations of the collections as well as their contrast with each other are considered. The word position information proves to play a significant role in document summarization.

(Letian Wang and Fang Li, 2010) have developed a methodology for key phrase extraction. This work is shown to be achieved using chunk based method. Keywords of a document are used to select key phrases from a candidate document.

(Su Nam Kim et al, 2010) have proposed the work on automatic production of key phrases for scientific papers. They have compiled a set of 284 scientific articles with key phrases carefully chosen by both their authors and readers.

(Fumiyo Fukumoto et.al, 2010) have presented a method for detecting key sentences from the documents that discuss the same event. To eliminate redundancy, they used spectral clustering. The classification of each sentence into groups comprises of semantically related sentences.

(Ahmet Aker Trevor Cohn, 2010) has developed techniques which have used A* algorithm to find the best extractive summary up to given length which is both optimal and efficient to run. Search is typically performed using greedy technique which selects each sentence in the decreasing order of model score until the desired length summary is reached.

(Xiaojun Wan et.al, 2010) have stated that cross language document summary is another upcoming research area in natural language processing, wherein the input document is in one language and the summary is in another language. The authors have worked with English document and summaries produced are in Chinese.

(Hitoshi Nishikawa et.al, 2010) have observed that a novel integer linear programming (ILP) formulation is used to generate summaries taking into consideration content coherence, sequence of sentences etc to get a better summary. They have also proved that size limitation becomes a bottleneck for content coherence which creates interest in improving sentence limited summarization techniques.

(You Ouyang et.al, 2010) have proved that the first occurrence of the word is important, and it decreases with the ordinal positions of appearances. The notion here is that the first sentence or a word in a paragraph is very important, which is not always true, because it depends on the writing style. Some prefer to give background first and keep conclusive sentences at the end.

(Feng Jin et.al, 2010) have presented a comparative study of two algorithms, the ranking problem and the selection problem. These are the two key algorithms existing for extractive summarization. From the labels and features of each sentence, they trained a model to infer the proper ranking of sentences in a document. They used a ranking algorithm based on neural networks.

(Vishal Guptha et.al, 2010) have presented a survey of text summarization by extractive techniques. There is a mention of neural network approach to text summarization. The neural network is trained using paragraphs for identifying sentences which are to be included in the summary and also to identify sentences to be excluded in the summary.

(Rajesh S. Prasad et.al, 2009) have worked on connectionist approach to generic text summarization. They have proposed an approach based on speech disambiguation using recurrent neural network. The approach has the ability to learn grammatical structure through experience. Text summarization using artificial neural network and fuzzy logic are suggested.

(Marina Litvak et.al, 2008) have observed that context factors such as input, purpose and output influence the
process of summarization. They worked on graph-based keyword extraction for single-document summarization. In this approach they suggested two approaches, namely supervised and unsupervised for the cross-lingual keyword-extraction, which is used as the first step in extractive summarization of text document.

(Ronan Collobert et.al, 2007) have described the neural network architecture for solving the problem of semantic role labeling. The method directly maps from source sentence to semantic tags for a given predicate without the aid of a parser or a chunker.

(Krysta M. Svore et.al, 2007) have presented a new approach to text document summarization based on neural network. They extracted a set of features from each sentence in a document that highlights its importance in the document.

(Khosrow, 2004) has proposed an artificial neural network approach to text summarization. Neural Network is trained and modified through feature fusion to produce summaries of articles of arbitrary lengths.

(L.Galavotti et.al, 2000) have proposed two approaches to document summarization, supervised and unsupervised methods. The work made use of supervised approach, wherein a model is trained to determine if a candidate phrase is a key phrase. These methods first build a word graph according to word co occurrences within the document and then use random walk techniques to measure the importance of a word.

(Simone Teufel et.al, 1999) have observed that argumentative classification of extracted sentences acts as a first step towards flexible abstracting. They claimed that the rhetorical structure of a document is useful for automatic abstraction. The units of source text such as problem statement, conclusions and results could be used in automatic extraction.

(Regina Barzilay et.al, 1997) have stated that lexical chains for text summarization are used to produce summary of a document without full semantic interpretation. They presented a robust approach for merging several knowledge sources.

(Eduard Hovy et.al, 1997) have developed a system called 'SUMMARIST' which is a robust automated text summarization system. The equation that best describes the work on summarization is equal to summation of topic identification, interpretation and generation.

(Julian Kupiec, 1995) has developed a trainable document summarizer, wherein the author has introduced a classification function to estimate the probability that a given sentence is included in an extract. New extracts are generated by ranking sentences according to this probability and depending on a user specified number. The top scoring sentences are taken into consideration.

(Tomek Strzalkowski, 1986) has exploited regularities of organization and style. He called this approach as Discourse Macro Structure (DMS). The appropriate passages are extracted from the original text.

From the literature survey, it is learnt that significant amount of work has been carried out in the area of text summarization. But the researchers have considered English documents for the purpose of research. The word and sentence level methods of summarization are being tried. Supervised and unsupervised approaches are used. Some work on cross summarization is seen in the literature. We need to look into Kannada language keeping in mind the need for summarization and cross summarization. However, no specific work on Kannada document is seen in the literature. Hence, the work on Kannada document summarization is undertaken.

IV. METHODOLOGY

Training a neural network model essentially means selecting one model from the set of allowed models that minimizes the cost criterion. In our application we used the following two algorithms or methods for the implementation of the Network.

- Multi-Layer Perceptron.
- Back-Propagation.

Back propagation is a common method of training artificial neural networks so as to minimize the objective function. It is a supervised learning method, and is a generalization of the delta rule. It requires a dataset of the desired output for many inputs, making up the training set. It is most useful for feed-forward networks (networks that have no feedback, or simply, that have no connections that loop). The term is an abbreviation for "backward propagation of errors". Back propagation requires that the activation function used by the artificial neurons (or "nodes") be differentiable.

A neural network is a machine that is designed to model the way in which a human brain performs a particular task or function of interest. Multi layer feed forward neural networks is an important class of neural networks. The neural network consists of three levels: a set of sensory nodes called as input layer, one or more computation nodes called as hidden layer and an output layer. The input signal propagates through the network in a forward fashion, on a layer by layer basis. These neural networks are also referred to as Multi Layer Perceptrons (MLPs). Multi layer perceptrons have been successfully applied to solve some of the difficult problems by training them in a supervised manner using back propagation algorithm. We have used this algorithm for text document summarization. The
The methodology could be best described using the block diagram given below.

![Block diagram of the summarizer](image)

**Figure 2: Block diagram of the summarizer**

The first step is to consider a sample text file as shown in Box 1, its transliterated and translated versions are shown in Box 2 and Box 3. A sample document in sports category which is extracted from the web is considered here. The document pertains to cricketer Mr Rahul Dravid.

**Box 1: A Sample Input Document**


**Box:2: Transliterated Version of Document in Box 1**

**Box:3: English Meaning of Document in Box 1**

Rahul Sharad Dravid (born January 11, 1973) – one amongst them and former captain of India's cricket team. Dravid full my descendants were from Madhya pradesh. More than 10,000 run in Test matches, winning, third Indian after Sunil Gavaskar and Sachin Tendulkar. February 14, 2007, more than 10,000 runs in international matches and scored in the 6th player in the world, the third Indian after Sachin Tendulkar and Sourav Ganguly. Indian cricket team captain, who in October 2005, September 2007, served as team captain, Rahul dravid Indian Premier League, Royal Challengers Bangalore team 2 years 'icon player ' Nagy played, and now represents team Jaipur. Rahul dravidge, 2000, "vijadana Cricketer" I am honored. Dravidge, in 2004, the year the ICC Test Player of the Year was conferred on him. Rahul Dravid, Test cricket is the most catches (210 ) to will be players On 7 August 2011, announced his retirement from one-day and Twenty20 cricket .Announced his retirement from Test cricket on March 9, 2012.
The thematic words contained in the document are found out and the number of paragraphs is selected in a given document, a sample such list is given below.

\[
E = (t - y)^2 
\]

Where \( E \) is the discrepancy error. The back propagation algorithm aims to find the set of weights that minimizes the error. The back propagation algorithm uses a gradient descent for minimizing the error. The derivative of the squared error function with respect to the weights of a network is given by the Equation (2)

\[
E = \frac{1}{2} (t - y)^2 
\]

Where, \( E \) is the squared error, \( t \) is the target output, \( y \) is the actual output of the output neuron. Error \( E \) depends on the output \( y \). The weighted sum of all its input is given by Equation (3),

\[
y = \sum_{i=1}^{n} w_i x_i 
\]

Where ‘n’ is the number of inputs to the neuron, \( w_i \) is the \( i \)th weight and \( x_i \) is the \( i \)th input value to the neuron. The partial derivative of the error with respect to a weight \( w_i \) using the chain rule is given in the Equation (4):

\[
\frac{\partial E}{\partial w_i} = \frac{\partial E}{\partial y} \frac{\partial y}{\partial \text{net}} \frac{\partial \text{net}}{\partial w_i} 
\]

\( \frac{\partial E}{\partial w_i} \) gives how the error changes when the weights are changed. \( \frac{\partial E}{\partial y} \) gives how the error changes when the output is changed. \( \frac{\partial y}{\partial \text{net}} \) gives how the output changes when the weighted sum changes. \( \frac{\partial \text{net}}{\partial w_i} \) gives how the weighted sum changes as the weights change.
V. RESULTS

We have considered several categories of documents for producing the summary. The document categories include Literature, Entertainment, Politics, Social Sciences and Sports. From each of these categories, we have considered ten documents in some cases and 5 documents in some cases and summarized them with a compression factor of 20 and 10. The compression factor is the ratio of the number of sentences in the summarized document to the number of sentences in the actual document. We have compared the machine generated summary with that of summaries from two human experts. The results are shown below.

Compression factor = 20 lines of summary
Category –Sports

Compression factor = 20 lines of summary
Category –Entertainment

Compression factor = 20 lines of summary
Category –Religion

Compression factor = 10 lines of summary
Category –Politics
Figure 9: Effectiveness of Summary in Politics

Compression factor = 20 lines of summary
Category – Social Sciences

Figure 10: Effectiveness of Summary in Social Sciences

Figure 11: Results of Mahabharatha category

Figure 12: Results of Ramayana Category

Figure 13: Results of Kannada Literature
In this paper, we have proposed a methodology for Kannada text document summarization. The ANN based method has given good results and also coherent summaries. The results indicate the fact that summarization is a challenging task and it is possible to render it effective if the methodologies incorporate coherence techniques. The production of a coherent summary matches the human summaries. Human summaries are found to be more effective. They will be much more effective if one has apriori knowledge of the domain. Therefore, there is scope for further research in this area.

The neural network could be trained according to the style of the human reader and to choose sentences which seem to be important in a paragraph. This, in fact, is an advantage our approach provides. Individual readers can train the neural network according to their own style. In addition, the selected features can be modified to reflect the user’s needs.

The work at present focuses on only pre categorized data. But, the pre categorized data could influence human summarizer and hence when compared with machine summaries the results produced may not be effective.

REFERENCES:


