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Abstract: Query Expansion using the Pseudo Relevance Feed-
back based on rocchio’s model is a popular technique for re-
formulating the original user’s query. This latter, assumes that
most frequent terms in the returned documents are useful to
ameliorate the original query and therefore to improve search
results which is a challenge today with the proliferation of tex-
tual data on the web.
In this study, we re-examine this assumption and show that it
does not hold in reality. Indeed, many expansion terms identi-
fied are unrelated to the query and reduce the performance of
the retrieval system.
In this paper, we present our method to revisit the rocchio’s
model parameters in order to take into account the relation-
ships between terms which are defined by our proposed statisti-
cal method based on least square optimization.
The evaluation process was performed on CLEF-eHealth-2014
database which is composed of about one million medical and
english documents and 50 professional and medical queries. Ex-
perimental results show that our proposed method is effective.
Keywords: information retrieval, automatic query expansion,
pseudo relevance feedback, rocchio’s model, semantic relationship-
s, least square method

I. Introduction

Huge amounts of information are today widely accessible on
the Web. At the same time, users are finding it difficult to
express and to satisfy their information needs. In this regard,
search engine systems are heavily invoked to access this in-
formation in an effective way.
Most search engine systems are based only on the users query
to select information assumed as relevant in order to meet
their needs. This is challenging as users usually use short
queries (about three terms) and essentially contain little con-
textual information.
Query expansion via pseudo relevance feedback (PRF)
method is an effective technique for improving user’s queries
and for boosting the global performance of information re-
trieval (IR) systems [1, 2, 3, 4].
This method assumes that top returned results in the first-pass
retrieval are relevant. Afterwards it uses these feedback re-

sults (documents) in order to refine the representation of the
original queries through adding the most related terms.
Even if PRF has been shown to be effective in a number of
IR tasks in order to improve IR performance, traditional PRF
can also fail in some cases [5, 6].
For instance, when some of the feedback documents have
many incoherent subjects, terms in these irrelevant results
may mislead the feedback model by adding noisy terms to
the queries which influence the retrieval performance in a
negative way. This negative effect is warranted because the
original query was ignored in the process of query expan-
sion. Indeed, the relationships between selected terms and
the query terms have been ignored in PRF models [5].
The most commonly used PRF model is rocchio’s model
which is a classic method for query expansion [6, 7]. It is
an effective relevance feedback method based on the rele-
vant judged documents, by selecting the most representative
terms and adding them to the user’s query.
However, rocchio’s model which was stemmed from the S-
MART Information Retrieval System around the year 1970
[8] and was developed using the Vector Space Model (VSM)
do not take into account the relationship between the original
query terms and the selected terms from the top ranked doc-
uments in the first pass retrieval.
Therefore, we notice the great motivation to make an exten-
sion of the rocchio’s model in order to take into account the
relationships between query terms and studied terms in the
top returned documents.
In this paper, we propose how to revisit rocchio’s model in
order to take into account the semantic relationships between
the added terms and the terms of the original query.
The main contributions of this paper are as follows. First, we
propose how to determine relationships between terms using
the vector space model. Second, we study how to include
these defined relations in rocchio’s model. Finally, experi-
ments on Clef-Eheath database have been carried out to eval-
uate our proposed model.
The remainder of this paper is organized as follows.
In section 2, we present a literature review of the different
methods to determine semantic relationships between terms
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and of the existing query expansion techniques. In section 3,
we focus on describing the details of the proposed method. In
section 4, the evaluation process is presented and discussed.
We draw at the end the conclusion and outline future works
in section 4.

Figure. 1: Classification of query expansion methods

II. Related Works

Query Expansion methods via PRF are very useful and pop-
ular techniques which reformulate the original query by
adding new terms in order to obtain better results that meet
user’s needs.
There are a large number of studies on the topics of query ex-
pansion and semantic relationships between terms, but here
we mainly review works which are most related to our re-
search.

A. Query Expansion

Several studies have proposed query expansion techniques,
the aim of these techniques is to extend the user’s queries
with new terms to solve the problem of lexical gap due to
what the user wants exactly and how to express this need.
Thereafter, the aim is to increase recall of the search system
by retrieving more relevant documents [1] [2] [3].
The proposed techniques for query expansion [1] to avoid
this problem could be categorized into two main categories
illustrated by figure 1:
• Global methods.

• Local methods.
The most used methods of query expansion are global
analysis, which does not take into account the results
obtained from the original query. This method is based on
using some form of thesaurus either existing or manually or
automatically generated [9].
One of the most common existing lexical-semantic resources
is WordNet [10] which is an external lexical database
developed by linguists in the Cognitive Science Laboratory
at Princeton University (Hearst, 1998).
Its aim is to identify, classify and relate in different ways the
lexical and semantic content of the English language. The
information on these semantic resources (nouns, adjectives,
verbs) is grouped into synonym sets called synsets where
each group presents a distinct concept and is interlinked with
conceptual and lexical semantic relations such as meronymy,
hypernymy, · · ·.

Therefore, the query is expanded by related and synonym
words from the thesaurus which appears in the groups of
terms that express the initial query.
For the manually-built thesaurus, human editors have built
up sets of synonymous names for concepts or sets of
related terms by using statistical approaches to calculate
and determine the related keywords (will be detailed in the
following sub-section).
As a solution to reduce the cost of a manual thesaurus, au-
tomatic generation of tresaurus by analyzing the document
collection was set up [1] [11]. The idea is to calculate a
co-occurrence weight based on the similarity between two
terms. Starting from a term-document matrix X , where each
cell X(t, d) presents the tf-idf (Term Frequency-Inverse of
Document Frequency) weight of term ti in the documen-
t dj (w(t, d)), we calculate the matrix A = (X × XT )
whereA(i, j) is the score of similarity between terms i and j.

Although some terms in the thesaurus are at least suggestive
or good, others are bad. The quality of the associations is
generally a problem and may cause a query drift. For that,
taking into account the results returned for a query in the
query expansion process is quite efficient to improve search
results.
The latter is studied in the local methods of query expansion
(see figure 1).
For relevance feedback, the user is asked to participate in the
research process to improve the returned results by marking
or evaluating some of the returned documents as either
relevant or irrelevant. Then, the system formulates a new
query based on the user’s feedback [1].
In Pseudo relevance feedback, also called blind relevance
feedback, which is an automatic method for local analysis,
the user is not asked in the retrieval process to give his
relevance judgments. In this method, the top k documents
returned by the first search process are assumed as relevant
[1, 2, 3, 4].
The purpose of this assumption is to find suitable terms to
expand the original user query from these top documents
(for example by selecting high weighted terms (tf-idf)) and
to return better results to the user without any interaction.
This method is generally effective and it tends to be better
than the manual local analysis method and the global
analysis method.

In [2], the authors proposed a query expansion method based
on PRF and equi-frequency of partition of the documents
using the tf-idf scores.
Indeed, the authors assumed that relevant information can be
found within a document near the main theme. They divided
the document into sections (paragraphs and lines) and they
proposed a method which tries to extract the keywords that
are closer to the central idea of the document.
In fact, the expansion terms are obtained by equi-frequency
in partition of the documents returned from the first-pass
retrieval (PRF) and by using tf-idf scores.
In [3], tf-idf is measured to extract keywords that appear
frequently in top returned documents and which are ranked
in descending order of their weights.
Indeed, the authors applied two query expansion methods in
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sequence to reformulate the initial query. The first method
is to apply the similarity thesaurus based on expansion, and
the other method was to apply local feedback method. The
similarity thesaurus whose used, based on terms similarity
in the top returned documents and queries, is the sum of the
weighted relevance of the term to each term in the query.
After that, the queries were expanded by adding top n
relevant terms, which are most similar to the query concept,
rather than selecting terms that are similar to the query
terms.
The rocchio’s model is a basic and a classic framework
for implementing PRF to improve the query representation
[6, 7, 8]. It makes a way how to incorporate relevance
feedback information in the first-pass retrieval into the VSM
in IR. In PRF, the factor of irrelevant documents in the
Rocchio equation is ignored.
Indeed, the new representation of the query is finally refined
by taking a linear combination of the initial query vector
with the vectors of returned relevant documents.
The formula of this method is as follows:

~Q1 = α ∗ ~Q0 + β/|R| ∗
∑
~d∈R

~d (1)

Where:
~Q1 represents the new query vector.
~Q0 represents the original query vector.
|R| represents the set of returned documents assumed as
relevants.
~d represents the document weight vector in the R set
(represented as a weighted terms vector).
α represents the original query weight.
β represents the related documents weight.

we notice that α and β are constant values which con-
trol how much we rely the original query and the feedback
information. In practice, we set α at 1, and β is defined by
experiments until we get better performance.
However, this model does not take into account the relation-
ships between the original query terms and the new added
terms. Also, weight of added terms is always the same (β is
a constant).
Intuitively, the exploitation of semantic relationships be-
tween terms and the variation of weight added terms could
be included in the rocchio’s model [12].

B. Semantic Relationships between Terms

Measuring similarity and relatedness between terms in
the corpus becomes decisive in order to ameliorate search
results [10]. Earlier approaches that have been investigating
the latter idea can be classified into two main categories:
those based on pre-available knowledge (ontology such as
wordnet, thesauri, etc.) which are detailed in the previous
sub-section, and those inducing statistical methods [13], [14]
which are based only on the contents of the databases.

In [13], the authors present how to calculate the similarity
of two terms by collecting snippets containing the first term
from a Web search engine, retrieving the context around it,
replacing it with the second term and checking whether the

context is modified or not.
Another statistical method was presented by [14], which
proposes a new way for calculating semantic similarity.
Authors collect snippets from the returned results and
present each of them as a vector. The similarity is calculated
as the inner product between the centroids of the vectors
corresponding to a pair of terms.
A further measure of relatedness between terms is term
proximity which is the co-occurrences of terms within a
specified distance [15]. Particularly, the distance is the
number of intermediate terms in a document [5] [15] [16].
Several works have been done to integrate term proximity
into both probabilistic and language models.
In PRF model, the authors in [5] have studied how to adapt
the traditional rocchio’s model [8] for proximity informa-
tion, and propose a proximity-based feedback model, called
PRoc, in which the traditional statistics of expansion terms
and the proximity relationship between expansion terms and
the query terms are taken into account.
We notice from this overview that few works included
relationships between terms which are incorporated in
PRF models specially in rocchio’s feedback model. These
relations play an important role in information retrieval field
and are usually defined between pairs of terms.
In this paper, we propose, in the first time, a new statistical
method to calculate and define semantic relationships
between terms in the top k returned documents by the first
search process. This method called ”least square method”
and arisen in machine learning applications provides linear
relationships between a set of terms and not only between
pairs of terms [17][18][19] [20].
In the second time, defined relations will be studied and
used in rocchio’s model in order to take into account the
relationships between query terms and expanded terms.

III. Proposed Method

In this section, we present our proposed method based on
a local automatic document-analysis to define semantic re-
lationships between terms of the top k returned documents,
and terms of the original user’s query. Thereafter, we explain
how to revisit rocchio’s model in order to take into account
these defined relations when we extend automatically the o-
riginal query. The process of our search system is illustrated
in (figure 2).
When the user describes his need, our information retrieval
system retrieves documents that meet this latter by calculat-
ing similarity between the query and the documents in the
database. We assume that top k documents are relevant.
These documents will be analyzed by the proposed statis-
tical least square method that allows to define relationships
that may exist between terms appearing in these documents
[17] and terms in the submitted query.
Afterwards, we apply revisited rocchio’s model for pseudo
relevance feedback technique to automatically expand the o-
riginal query with terms that are in strong relationships with
terms in the original query. At the end, information retrieval
system will restart to find similar and relevant documents to
this need.
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Figure. 2: Process of our search system

A. Semantic Relationships

Our aim is how to define relationships between terms
(t1, t2, · · · , tn) that exist in the top k returned documents
from the search system and query terms.
Indeed, we attempt to find relations that may exist between
each term tj of the query (for j ∈ 1, · · · ,m, with m is the
total number of query terms), which exists in the keyword
set of the returned documents, and each term ti of this last
set (for i ∈ 1, · · · , n, with n is the total number of returned
terms) with the following form:

tj = f(t1, t2, · · · , tj−1, tj+1, · · · , tn) (2)

The least square method [17], [18], [20] is a frequently used
method to solve approximately this kind of problems.
Indeed, this method, known as linear regression, is the
oldest and most widely used predictive model in the field of
machine learning [21][22]. It tries to find the connection that
may exist between an explained variable (y) and explanatory
variables (x). It is a procedure to find the best regression
line (y = ax + b) to (xi, yi) data observed for i ∈ 1, · · · , n,
where a represents the coefficient of relations between
variables x and y, and b represents the residual or the error
which represents the disruption of the regression model.
The objective is to find, for the given data, the values of a
that minimize the error (Err) given by:

Err =

n∑
i=1

(bi)
2 =

n∑
i=1

(yi − axi)2 (3)

In our case, let query term (tj), that exists in the keyword
set of the documents assumed as relevant, be the explained
variable and the remaining terms (keywords) of the top
k returned documents (t1, t2, · · · , tj−1, tj+1, · · · , tn) the
explanatory variables (see figure 3).
The goal is to find the relation between these variables as
follows:

tj ≈ α1t1 + α2t2 + · · ·+ αj−1tj−1 + αj+1tj+1

+ · · ·+ αntn + ε =
∑j−1

i=1 (αiti) +
∑n

i=j+1(αiti) + ε
(4)

Where α represents the real coefficients of the regression
model that are the weights of relationships between terms
and ε is the associated error.
We have k measurements for the explained and the explana-
tory variables which represents the TF-IDF values of these
variables in the top k documents. Our goal is to calculate the
appropriate α1, α2, · · · , αn for the whole set of following
equations:


t1j ≈ α1.t

1
1 + α2.t

1
2 + · · ·+ αn.t

1
n

t2j ≈ α1.t
2
1 + α2.t

2
2 + · · ·+ αn.t

2
n

...
tkj ≈ α1.t

k
1 + α2.t

k
2 + · · ·+ αn.t

k
n

(5)

Where tkj is the TF-IDF weight of term j in document
k.
Using the matrix notations the system becomes:


t1j
t2j
...
tkj


︸ ︷︷ ︸

T

≈


t11 t12 · · · t1n
t21 t22 · · · t2n
...

...
. . .

...
tk1 tk2 · · · tkn


︸ ︷︷ ︸

X

×


α1

α2

...
αn


︸ ︷︷ ︸

A

(6)

where vector T represent TF-IDF values of term (tj)
and X present a TF-IDF matrix whose columns represent
the keyword set and rows represent the returned documents.
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Figure. 3: The steps for defining semantic relationships between terms

Figure. 4: Process of the proposed least square method

Therefore, we search the weight vector A = (α1, · · · , αn) of
relationships between terms such as X × A is more nearer
to T . Least Square Method gives the solution to find this
vector in an approximate way:

A = (XT ×X)
−1 ×XT × T (7)

To determine the vector Aj for each term (tj) (see figure 4),
we applied this regression model on the matrix X.

∀j = 1, . . . ,m,

Aj = (XjT ×Xj)
−1 ×XT [., j]× Tj (8)

Where:
Xj is obtained by removing the column of the term tj in ma-
trix X .
XT [j, .] represents the transpose of the weight vector of the
term tj in all documents. At the end of this process, we ob-
tain terms by terms matrix (see figure 3) (Query terms× key-
word set matrix) which contains the relation values founded
for each query term with the remainder terms.
Once the relations are defined, we study how to include them

in rocchio’s model. Thus, it will take into account semantic
relationships in the automatic query expansion process.

B. Revisited Rocchio’s Model

The rocchio’s model is a classic framework for implement-
ing PRF to improve the query representation. It incorporates
relevance feedback information in the first-pass retrieval into
the VSM in IR.
Generally, In PRF works, irrelevant documents are ignored
in the Rocchio’s model.
Indeed, the new representation of the query is finally
refined by taking a linear combination of the initial query
vector with the vectors of returned relevant documents (see
equation 1) but without taking into account relations existing
between these vectors.
We study in this section, how to incorporate defined relations
in the rocchio’s model.
After applying least square method between the original
query and the returned documents, we had as a result
semantic relationships between the terms of these.
This result is shown in a matrix form (see Figure 3) where
rows represent the query terms, columns represent the key-
word set of the relevant documents and each cell indicates
the found degree or weight of the relationship.
For each term (termi) in the keywords set, we check if it is
very related to all terms in the query ( all αi > threshold
with i ∈ 1, · · · , n ). If it is the case, we expand the original
query by the termi with a weight which can be the maxi-
mum of the different values of α or the mean of α values.
We notice from this assumption, that relationships between
query terms and keywords set are taken in consideration in
the rocchio’s model with different values of beta and not
with a constant value.
Indeed, we expand automatically the original query with
relevant and related terms.
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IV. Results and Discussion

Figure. 5: Participants for CLEF-eHealth Competition [23]

In order to check the performance and validity of our
proposed method, an experimental procedure was set up.
This evaluation was carried out on a large collection of
documents from the CLEF company after the participation
in CLEF-eHealth competition in 2014 [23][24] (with Miracl
team name).
Indeed, 14 groups participated in this competition and
submitted runs to information retrieval task (see figure 5).

A. Database

The document collection used for the experimental study is
composed of a set of medical documents covering a wide set
of medical topics and does not contain information about
patients. This collection is about of one million documents
provided by the Khresmoi project [23] which come from d-
ifferent online sources such as known databases and medical
sites (e.g. Genetics Home Reference, ClinicalTrial.gov, the
health certified websites).
These crawled documents are given with their raw HTML
(Hyper Text Markup Language) format and their uniform
resource locators (URL).
The test set comprises 50 professional and medical queries
provided by experts in the domain (doctors for example).
Given queries present different cases of patient diseases [23].

1) The Indexation Process

After extracting HTML documents from the raw files, the
indexation process of the crawled documents was carried
out with the terrier platform developed at the School of
Computing Science, University of Glasgow [25]. It is a clear,
flexible and efficient open source written in java language
and easy to aplly it on a large collection of documents.

2) The Search Process

Our system identifies the most relevant documents for each
provided query taking into account our proposed method for
pseudo relevance feedback.
Indeed for each query, the system searches at the beginning
the top k ranked documents from the one million documents
in the database using the vector space model to calculate the
similarity between the topic (query) and the documents in
the CLEF collection with the cosine measure.
We seek, for these top k documents, terms or tokens that
they form and we prepare the TF-IDF matrix.
After that, we check out for each term in the query whether
it exists in the token list of the most relevant returned docu-
ments or not. If it is the case, we calculated the coefficients
of relationships (α) that may exist between this term and
terms of the token list with the least square method defined
above.
Calculated values of α were stored in another matrix called
the relationship matrix with the rows represent the query
terms and the columns represent token list terms.
Once all terms in the query are all checked, we apply
rocchio’s model to expand the original query with related
terms based on the defined relations with the least square
method.
Indeed, for each term in the token list, if it is very related
to query terms, then we add it. In fact, we add to the
original query only terms which have α values that are
above a certain threshold and with weight which can be
the maximum of the different values of α or the mean of α
values.
Finally, we restart the search with the new query and we
display the relevant results to the user.

B. The Results

In our participation last year to CLEF-eHealth 2014 com-
petition [24], we submitted one run which consists of the
baseline system based only on the vector space model (VS-
M). We have obtained results with Mean Average Precision
(MAP) equal to 0.17 and p@10=0.5460 (which represents
the precision of the search system on the first 10 results).

After the integration, this year, of the proposed method
in our research system, but without modifying the weights
of added terms (we let weights as constant) [20], we have
obtained the first results that range between 0.20 and 0.23
for MAP measure when adding terms which are related to all
terms in the query (see table 1) and between 0.13 and 0.18
when adding terms which are related to at least one term in
the query (see table 2).
In the first case (table 1), values of chosen k are higher than
values chosen in the second case (table 2), because we want
to have more terms and more defined relationships since we
add those terms that are related to all the terms of the initial
query.
But in case 2, the values of α are higher than those chosen
in case 1. In fact, we do not add the terms with only positive
values of relationship, but terms that are highly related with
the terms of initial query since we add those terms that are
related to at least one query term.
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Table 1: Experimental results obtained by adding terms related to all terms in the query
k 50 100

α > 0 α > 0.3 α > 0.5 α > 0 α > 0.3 α > 0.5
MAP 0.2099 0.23 0.23 0.2204 0.2289 0.2297
P@5 0.46 0.49 0.49 0.49 0.50 0.50
P@10 0.46 0.50 0.50 0.48 0.50 0.50

Table 2: Experimental Results obtained by adding terms related to at least one term in the query
k 10 25 50

α > 0.5 α > 0.7 α > 0.5 α > 0.7 α > 0.5 α > 0.7
MAP 0.17 0.18 0.15 0.18 0.13 0.14
P@5 0.46 0.43 0.39 0.44 0.33 0.37
P@10 0.40 0.39 0.35 0.38 0.29 0.34

Take as examples these topics (queries) in CLEF2014:

< topic >
< id > qtest2014.1 < /id >
< title > Coronary artery disease < /title >
< desc >
What does coronary artery disease mean
< /desc >
< /topic >

We took in this example the top 100 documents re-
turned by the baseline system as relevant. This set form a
list of 4377 terms. Then we calculate the relations between
terms in the query with this set of terms and we expanded
the original query by adding terms which have values of
α > 0 (positive relationships) and which are related to all
terms in the initial query.

We have obtained this new query:

< topic >
< id > qtest2014.1 < /id >
< title > Coronary artery disease< /title >
< desc >
coronari arteri diseas mean myocardi bypass angiographi
nstemi nospac tvr aortic charlson clot andrew unstabl an-
tiplatelet vein ptca cholesterol fogoro blocker nitroglycerin
atherosclerosi mmhg bytreat pravastatin mmol dissect coro-
narographi intracoronari heart-attack linhartov angioplastyst
ticagrelor chest-pain-angina tnt toclevel interven
< /desc >
< /topic >

Where the four first underlined terms present the origi-
nal query and the other terms present the added terms in
their root form.
We notice that almost all added terms are in strong rela-
tionship with the terms of the initial query. For example,
terms like myocardi, aortic, clot, vein, atherosclerosi and
chest-pain-angina present the the sugnes of heart disease
such as myocardite, atherosclerosis, clot and chest-pain-
angina. Terms like angioplastyst, dissect, interven, ptca
(percutaneous transluminal coronary angioplasty) describe
the diagnostic and operations that can be performed on
patients affected by this disease. Some other terms present

some medication names for this disease such as nitroglycerin
and ticagrelor.
We can conclude from the obtained results that our proposed
method in [20] can improve search results when adding
terms which are related to all terms in the query.
We notice that the added terms appear in the same context
of the query and do not make the context drift to the initial
query (illustrated example above).
But, in the second type of the evaluation when adding terms
that are related, at least one term in the query, we notice that
the results does not improve the values of MAP but in some
cases they are slightly affected.
For example, when we took 50 top documents and we
expanded the original query by adding terms which have
values of α > 0.5, we obtain better results in the first
case (MAP=0.23, p@10=0.50) than the second case
(MAP=0.13, p@10=0.29).
The obtained results from the proposed method in this
paper are also motivating. Indeed, when we expand the
original user’s query by the most related terms and with
their calculated weights (revisited rocchio’s model), we
obtain for MAP measure values nearly to 0.30. Experiments
are based on the different values of k and on how to
calculate the final weight of the term that will be added
to the query. In fact, we obtain these results when setting
k at 10 and the final weight represents the mean of the d-
ifferent values of α found between this term and query terms.

Take as examples these topics (queries) in CLEF2014:

< topic >
< id > qtest2014.35 < /id >
< title > Peptic Ulcer disease < /title >
< desc > What kind of food is recommended after being
diagnosed with peptic ulcer< /desc >
< /topic >

< topic >
< id > qtest2014.49 < /id >
< title > Chronic lymphocytic leukemia and hereditarity
< /title >
< desc >
Is chronic lymphocytic leukemia hereditary
< /desc >
< /topic >
We took for each query the top 10 documents returned
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by the baseline system as relevant. This set form a list
of 973 and 808 terms respectively. Then we calculate
the relations between terms in the query with each set of
terms and we expanded each original query by adding terms
which have the mean of α values> 0 (positive relationships).

We have obtained this new query:

< topic >
< id > qtest2014.35 < /id >
< title > Peptic Ulcer disease < /title >
< desc >
kind food recommend be diagnos peptic ulcer antacid
duodenum
< /desc >
< /topic >

The added terms in this query are (antacid) which presents a
kind of recommended medicament and (duodenum) which
presents the C-shaped or horseshoe-shaped structure that
lies in the upper abdomen near the midline.

< topic >
< id > qtest2014.49 < /id >
< title > Chronic lymphocytic leukemia and hereditarity
< /title >
< desc >
chronic lymphocyt leukemia hereditari pathobiolog asco
< /desc >
< /topic >

The added terms in the query number 49 are (pathobi-
olog) which presents the term pathobiology that is very
related to the context query and (asco) which presents the
term ascot, this is a medical center specific for this disease.
In comparison with other works which participated at
echealthCLEF 2014 [23] and used the pseudo relevance
feedback in their proposed methods with the same database,
we find Team CSKU-COMPL [23] which used vector space
retrieval model of Lucene as baseline.
As improvement, they proposed a simple pseudo-relevance
feedback method which used the Genomic collection as
external resource to perform query expansion. The expan-
sion terms selection is based on the Rocchio’s formula with
dynamic tunable parameter of Pseudo-relevance feedback.
Their run obtained a Map=0.20 after query expansion.
We can conclude after this discussion, that proposed method
can improve user’s query. Thus, results obtained from search
engine system are also improved.

V. Conclusions and Future Work

In this paper, a revisited rocchio’s model is proposed by
incorporating semantic relationships between terms into
the classic rocchio’s model. Specifically, We expand auto-
matically the original query, without any user interaction,
by related terms with their similarity weight values. These
values of relationships between expansion terms and query
terms calculated by a proposed statistical method in an
information retrieval task called least square method. This
latter allows to define the relations that may exist between

terms in the top ranked documents based on their frequency
in the corpus and query terms.
Our purpose is to improve the user’s need in order to get
better search results in a large database. Obtained results
from this method are motivating and show the originality of
the proposed method to define semantic relationships.
As future work, firstly, we will look for using techniques
to reduce the dimensionality like the matrix decomposition
technique to refine the term-document matrix for a better
representation (more abstract level: conceptual level) and
to facilitate the search process and we will try to use the
proposed method in this paper for the new generated matrix
to define the relations on the concept level.
Secondly, we will try to evaluate the proposed method
with other database such as CLEF-eHealth-2015 and to
participate at the CLEF-eHealth competition in 2016.
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