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Abstract: Wrapper variable selection methods are widely
adopted in many applications, among which the design of clas-
sifiers. The main problem related to these approaches regards
the stability of the selection, namely the exploitation of different
training data set can lead to the selection of different variable
subsets. This problem is particularly critical in applications
where variable selection is used to interpret the behaviour of
the process or phenomenon under consideration, i.e. to under-
stand which among a potentially huge list of variables actually
affect the classification. The paper proposes a method that im-
proves the stability of the wrapper variable selection procedures
while preserving and possibly improving the classification per-
formance. Moreover three binary classifiers are performed in
order to prove the effectiveness of the proposed method.
Keywords: Variable selection, Wrapper, Binary classification, Da-
ta mining, Stability

I. Introduction

Pre-processing of the data is essential to efficiently exploit
machine learning techniques. Variable selection is a funda-
mental preliminary step concerning the analysis of the data
to be exploited for the design of a large variety of model-
s or systems which are based on a self-learning or training
procedure exploiting experimental data. Variable selection
is the process of selecting a subset of relevant variables in a
list of measured features which can affect a given system or
phenomenon in order to use them to build a model represent-
ing the phenomenon itself [1]. Variable selection is therefore
crucial in a wide list of domains, such as machine learning [2]
[15], pattern recognition [3] and data mining [4]. Moreover
variable selection has been widely performed in different ap-
plications: function approximation [5] [6], classification [7]
[8] [9] and clustering [10]. The importance of variable se-
lection, which has been widely studied for a long time now
[11] [4] [12], has been enhanced also by the always increas-
ing growth and development of sensing tools and data stor-
age capabilities which are available in real word applications
[13] [14], such as industries and public services, that provide
access to huge amount of different data that, on one hand,
allow the development of more complex and reliable model
but, on the other hand, provide ever more challenging task

from the knowledge extraction point of view [15].
When designing any form of statistical or Artificial Intel-
ligence (AI) based classifier, especially related to a phe-
nomenon or system which is poorly or only partially known,
the very first problem to address is the selection of the cor-
rect input variables for the system itself. It is known that an
appropriate subset of input variables could provide better per-
formances than the whole set [16]. This phenomenon, often
called peak effect can be explained by considering that build-
ing a true-minimum classification error from a finite training
set is impossible and the approximation is affected by irrel-
evant features. The selection of a suitable set of input vari-
ables is computationally advantageous and can also improve
the classification accuracy [11].
Although it is relevant to compute the performance of a vari-
able selection algorithm, it is worth noting that by removing
irrelevant and redundant features the generalization capabil-
ity increases and the model interpretability improves. Thus
a benefit can also be gained on the acquisition of knowledge
on the considered process or phenomenon, as it is possible to
understand which factors mostly affect it. Nonetheless, be-
side high performance and computational efficiency, stability
is a crucial factor for evaluating feature selection algorithm-
s [17]. The stability of a variables subset is defined as the
sensitivity of a classification method when this variables set
is used as input with respect to variations in the training set.
Stability is also crucial when the aim is knowledge discov-
ery and not only an accurate classification. In fact a good
feature selection algorithm should not only improve the clas-
sifier performance but also provide stable selection results
when the training data sets are modified.
In particular, in the present paper the design of binary classi-
fiers is addressed, which has a relevant importance from the
practical point of view, as many real world any real-world ap-
plications related e.g. to anomalies detection and forecasting
are approached as binary classification problems.
For instance intrusion detection, which plays an importan-
t role in the protection of communication networks, is often
formalised as a binary classification problem faced by pat-
tern recognition systems, whose performance is highly de-
pendent on the features which are used as inputs. To this aim
in [18] an approach for the selection of optimal feature subset
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based on the analysis of the Pearson correlation coefficients
is discussed, which is capable to increase the performance of
classifiers applied to distinguish whether a considered sys-
tem activity is ”intrusive” or ”legitimate”. Recent compara-
tive study on the application of variable selection to intrusion
detection by means of binary classifiers can be found in [19]
and [20].
In the medical field, some diseases diagnosys problems are
approached through binary classifiers [21] [22] [23]. Another
exemplar application of binary classification which can ben-
efit from a preliminary feature selection stage is the analy-
sis of structural and functional data related to the humane
genome. Its relationship with particular diseases has repre-
sented a challenge for the data mining community [24], lead-
ing to the development of ad-hoc procedures and algorithms.
Also in this application the binary classification is very used
such as, for instance, in [25], [26] and [27].
Finally in the industrial field faults and anomalies diagnosys
or forecasting and defective products identification in quali-
ty monitoring in the industrial field are often faced through
binary classifiers. The progress of ICT and the develop-
ments of the sensing technologies allows to equip industrial
plants with an ever increasing number of sensors which col-
lect a huge amount of information. However, especially for
large and very complex processes where a series of chemi-
cal, physical and thermo-mechanical reactions simultaneous-
ly occurr (e.g. in process industry), it is difficult to identify
the factors which mostly affect faults and quality problems.
Variable selection can be applied to this purpose [7] [9], as
a mean to increase the knowledge of the phenomenon and to
select the sensorial information which is mostly relevant for
faults monitoring and forecasting.
The present paper addresses the variable selection problem
with a particular attention to improve the stability of the al-
gorithm for the selection of variables subset applied to binary
classifier. To this aim the most frequent couples of variables
are considered, in order to take into account the mutual in-
teraction between them and not only the contribute of one
variable individually exploited.
The paper is organized as follows: Sec. II provides a brief
overview on the variable selection techniques; Sec. III de-
scribes stability problem. Sec. IV is focused on the descrip-
tion of the proposed approach; Sec. V describes the devel-
oped experiments and discusses the obtained numerical re-
sults. Finally Sec. VI provides some concluding remarks.
This paper is an extended version of the paper entitled ‘Im-
proving of the stability of sequential forward variables se-
lection’which was presented by the same authors at the 15th
International Conference on Intelligent Systems Design and
Applications ISDA 2015 [28].

II. Background on the Variable Selection

From a generic perspective, given any kind of self-learning
system which needs to produce any form of output (e.g. the
predicted or estimated value of one or more variables or a bi-
nary classification output) on the basis of the values of some
input features belonging to a possibly very large set of po-
tentially relevant variables, variable selection performs a re-
duction of the dimension of the features set and highlights
those ones that mostly affect a given phenomenon. The main

objectives of variable selection include: data dimensionality
reduction, model accuracy improvement and achievement of
a deeper knowledge and a more accurate representation of
the considered phenomenon [29].
Variable selection methods can be categorized into three
main classes: filter, wrapper and embedded approaches.
Filters select the best subset of input variables independently
from the adopted learning algorithm [30]. The subset is cre-
ated by considering the relationship between input and output
variables of the designed system and therefore all variables
are classified on the basis of their pertinence to the target
by performing a statistical test [31] [32] [33]. The main ad-
vantage of filters lies in their low computational complexity,
which makes them fast; their main disadvantage resides in
their inability to optimize the model adopted in the learning
machine [34]. A simple example of filters is represented by
the correlation-based approach which calculates the correla-
tion coefficient between each variable and the target, features
are then ranked and a subset is extracted containing the vari-
ables with the highest correlation coefficient. This method is
very fast and the removal of features with a low correlation
coefficient lowers the redundancy of the input set. Howev-
er the linear correlation approach is inadequate when dealing
with real-world datasets, where variables are often correlat-
ed in a highly nonlinear way [35]. Other widely applied filter
approaches are the chi-square approach [36] and the Infor-
mation Gain method [37].
Wrappers consider the machine learning as a black box and
select the optimal subset of features by considering their pre-
dictive power. Their main advantage lies in the selection of
the optimal subset considering the performance of the ma-
chine learning algorithm. Moreover, being designed as a
black box system, wrappers approaches are simple and u-
niversally applicable. Two further positive aspects of the
wrapper approaches consist in the consideration of inter-
dependences and correlations among variables and in the fact
that they focus directly on optimizing the performance of the
learning algorithm considering also the bias of the prediction
algorithm [7]. Due to all these reasons wrappers generally
outperform filters [2] [38]. However the stability is a critical
parameter for evaluating the performance of the wrappers, as
they show a high sensitivity with respect to variations of the
data that are used for the training procedure. The generic
scheme of a wrapper is shown in figure 1.
Some of the more commonly used Wrapper strategies could
be the following:

• Exhaustive Search The simplest example of wrapper
is provided by the analysis of all combinations of vari-
ables, the so–called Exhaustive Search (ES) or brute
force method. Such method takes into consideration all
the possible combination of input variables, for each of
them a classifier is trained and its accuracy is computed:
the variable combination providing the highest classifi-
cation accuracy is finally selected [34]. This approach
is in principle the most reliable one, but its application
is limited as its computational time complexity is expo-
nential and it is also quite unstable.

• Greedy search approach The Greedy search approach
consists in iteratively adding or removing features from
the data to select a feature subset that maximizes the
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Figure. 1: General Wrapper scheme

accuracy of the learning algorithm. The most common
search strategies are Sequential Forward Selection (SF-
S) and Sequential Backward Selection (SBS). SFS starts
with an empty set of variables and iteratively increments
the features set until a stopping criterion is satisfied. The
search stops when the addition of new variables to the
input set does not improve the performance of the model
or classifier. SBS starts with an input set containing all
the available features and eliminates them one by one.
The relevance of an input variable is determined by re-
moving one of them and calculating the performance of
the classifier without having such variables among its
inputs. The search stops when deleting features from
the input set lead to a decrease of the performances. S-
FS is less expensive than SBS approach because it stops
early [9]; SBS becomes impracticable when the number
of potential input features is too large.

• Metaheuristics algorithm. This category includes lo-
cal and global metaheuristic algorithms such as tabu
search or evolutionary algorithms [39]. An example of
wrapper based on evolutionary computation is provided
in [7], where a Genetic Algorithm (GA)-based proce-
dure (GAW) suitable to classifiers is proposed. The GA
chromosomes are binary, their length corresponds to the
number of input variables and each gene is associated to
an input. A chromosome corresponds to the particular
subset of variables whose corresponding gene has a u-
nitary value. Initially a set of possible solutions (also
named population in the GA terminology) is random-
ly generated and the so-called fitness of each of them is
computed, which corresponds to the associated perfor-
mance of the classifiers. The solutions showing the low-
est fitness values are discarded, while the ones showing
the highest fitness values are retained and exploited to
generate new solutions through the crossover and mu-
tation operations. The crossover operation creates new
chromosomes (sons) by mating two existing ones (par-

ents), e.g. by randomly selecting the genes values from
the two parents. The mutation operation generates new
solutions starting from one single solution, e.g. by ran-
domly selecting a switching one or more genes of the
original chromosome. The stop conditions for the algo-
rithm often consist in the achievement of a fixed number
of iterations or of a stable value of the average the fitness
value of the whole population.

Embedded approaches are similar to wrappers, as they in-
volve the learning algorithm in the variables selection proce-
dure but, rather than repeatedly using the learning algorithm
as a black box on each candidate subset, these procedures in-
tegrate a pre-selection step as part of the model training pro-
cess. Embedded approaches need iterative updates and the
evolution of the process parameters consider the efficiency
of the model under process [40] [41] [42] [43] [44].
A schematic comparison among the three above described
feature selection approaches including their essential charac-
teristics is shown in Table 1 [45].

III. The stability problem in classifiers design

The stability concept was firstly introduced in 1995 by Tur-
ney [53] and consists in the sensitivity of a classifier, which
is designed through a training procedure exploiting a dataset,
with respect to variations in the training dataset. In effect
several studies demonstrate that the exploitation of different
training sets can lead the same variable selection procedure
to select quite different variable subsets. Turney proposed a
method based on the agreement of the classification methods
obtained by the same algorithm trained on different dataset-
s. The agreement of two classification methods is defined
as the probability that they provide the same results over all
possible sample input vectors drawn from a given probability
distribution [54].
Other contributions on stability problem were based on the
bias-variance decomposition of the error of the classification
models [55] and [56]. The variance term measures instabil-
ity of the classification algorithms, as it quantifies the per-
centage of times that the outputs provided by the classifiers
trained with different training sets for a certain instance are
different from the typical one. Bias-variance decomposition
is normally performed via bootstrapping, where a portion of
the data is used as test set while the remaining one is ex-
ploited to build different training sets through sampling with
replacements. The final variance estimate corresponds to the
average value which is computed over the different boot s-
trapped samples.
Somol et al. introduced a method based on Shannon Entropy
[57] for evaluating the similarity of variable subset selectors
but they did not provide any method for establishing the sta-
bility. Moreover they did not develop tests on any real world
data sets .
Kalousis et al. [17], in order to evaluate stability by assess-
ing the difference in the results provided by two runs of the
same variable selection procedures exploiting different train-
ing datasets, applied some indexes deriving from statistics,
such as the Tanimoto distance, the Spearman rank correlation
coefficient and the Pearson correlation coefficient. The ob-
tained results demonstrated that none of considered variable
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Table 1: Overview of the three main cathegories of feature selection techniques.
Model Advantages Disadvantages Examples
Filter Fast No features dependencies Chi-square [36]

Scalable No interaction with the learning algorithm Euclidean distance [46]
Independent of the classifier t-test [47]

Information Gain [37]
Correlation based feature selection [35]

Wrapper Simple Risk of over fitting Sequential forward selection [48]
Interaction with the learning algorithm More prone than randomize algorithms Sequential backward elimination [49]

Models feature dependencies classifier dependent selection Genetic algorithms [5]
Embedded Interaction with the learning algorithm Classifier dependent selection Decision trees [50]

Better computational complexity Weighted naive Bayes [51]
Models feature dependencies feature Selection using the weight vector of

Support Vector Machine (SVM) classifier [52]

selection methods are stable for the datasets which where
analysed in his work. Moreover Kalousis observed that in-
stability more frequently occurs when the initial global set of
features shows a high level of redundancy [17] [58]. Some
outcomes of this work will be depicted in the following sub-
section and exploited in the present work.

A. Stability Measures

Let us consider a classification problem where n potential
input variables need to be considered for variable selection:
the training samples can thus be described by a vector of n
variables ~v = (v1, v2, ..., vn). There are three kinds of repre-
sentations in which variable selection approach can indicate
feature preferences: in fact, the different variable selection
methods usually provide their outcomes in one of the follow-
ing forms:

• a weighting-scoring ~w = (w1, w2, ..., wn), w ∈ W ⊆
Rn;

• a ranking vector: ~r = (r1, r2, ..., rn), 1≤ rk ≤ n,
where rk represent the rank of variable k;

• an n-dimensional binary vector where each componen-
t is associated to a feature and its null or unitary val-
ue represents, respectively, absence or presence of a
variable in the selected subset: ~b = (b1, b2, ..., bn),
bk ∈ [0, 1]

In order to evaluate the stability of a variable selection
method, a measure of similarity for each of the three repre-
sentations must be preliminarly introduced. In the first case,
in order to quantify similarity between two weighting vec-
tors ~w1 = (w1

1, w
1
2, ..., w

1
n) and ~w2 = (w2

1, w
2
2, ..., w

2
n) the

Pearson’s correlation coefficient [59] can be calculated as
follows:

Sw(~w1, ~w2) =

∑n
k=1 (w1

k − µ1) · (w2
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lies in the range [−1, 1]: the null value represents absence
of correlation while unitary values mean that ~w1 and ~w2 are
exactly (positively or negatively) correlated.
Similarly, in order to quantify the similarity between two
rankings ~r1 = (r11, r

1
2, ..., r

1
n) and ~r2 = (r21, r

2
2, ..., r

2
n), the

Spearman’s rank correlation coefficient [60], which is also

roughly indicated as ”the Pearson correlation coefficient be-
tween the ranked variables”, is computed as follows:

SR(~r1, ~r2) = 1− 6 ·
∑n

k=1(~r1k − ~r2k)

m(m2 − 1)
(2)

SR lies in the range [−1, 1]: the unitary value indicates that
the two rankings are identical, the null value represents no
correlation between the two ranks and the value−1 indicates
that the two rankings have inverse orders.
Finally the similarity between two binary vectors~b1 and~b2 is
evaluated through the Tanimoto distance [61], which is com-
puted as:

SB(~b1,~b2) =
|~b1 ·~b2|

|~b1|+ |~b2| − |~b1 ·~b2|
(3)

where | · | indicates the norm of the binary vector and~b1 ·~b2
is the scalar product of ~b1 and ~b2. SB lies in the range [0, 1]
where the null value means that there is no overlap between
the two sets while an unitary value represents that the two
sets are identical [17].

IV. The proposed approach

The basic idea behind the approach proposed here lies in the
consideration of the mutual interaction between couples of
variables, which is usually neglected by standard variable se-
lection procedures, considering that stability is mostly com-
promised when the available variables show a high level of
redundancy [17] and this redundancy must be eliminated in
order to gain a stable outcome.
Let us consider a dataset containing n potential input vari-
ables for an AI-based classifier. In the following the depict-
ed strategy is applied to three different kinds of classifier-
s: Bayesian, Decision Tree (DT) and Linear Discriminant
Analysis (LDA), in order to demonstrate that the proposed
approach is generic and can be applied to any kind of bina-
ry classifier tuned through a supervised learning approach,
which exploits a dataset for its design and test.
For a fixed number of times M the available dataset is shuf-
fled and partitioned into 3 subsets: a Training Set (containing
60% of the available data), a Validation and a Test Set (each
of these latter ones holding 20% of the data). The variable
selection algorithm is run and the selected variables subset is
recorded. Since variable selection procedures are determin-
istic, using the same training data would lead to the selection
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of the same variable subset. Therefore the instability is gen-
erated by the fact that the samples in the training set vary at
each run due to the preliminary shuffling step. Afterwards
a new subset is built by including the couples of variables
which are more frequently jointly selected by the variable s-
election procedure.
The reason for analysing couples and not bigger subsets,
such as triples or quadruples, lies in the following reason-
ing: let us suppose that a triple of variables (v1, v2, v3) is
selected p times. Then, due to the so-called a-priori prop-
erty [62], any of the 3 possible subsets (i.e. couple) of this
triple (v1, v2), (v1, v3), (v2, v3) needs be selected at least p
times. If one of the three couples is selected z times (with
z > k), it is preferable to consider that couple instead of
the whole tripe, as its information content with respect to the
classification problem shows to be greater. Thus looking at
the couples avoids to omit any larger frequent subsets. On
the other hand, the analysis of the couples of variables rather
than of each single feature (e.g. through a simple histogram),
allows to assess the interaction between the variables.
The proposed approach can be summarised as follows:

1. For M times the available dataset is shuffled and par-
titioned into 3 subsets: Training Set (containing 60%
of the available data), Validation and Test Sets (each of
these latter ones holding 20% of the data),

2. the variable selection procedure is run on each of the
M training datasets obtained in step 1): the accuracy
of the trained classifier is calculated on the correspond-
ing validation set in order to assess the goodness of the
variable selector. The variables subsets~bi, (1 ≤ i ≤M )
which is identified by each run of the variable selection
procedure is stored as a row of a binary M × n matrix
B.

3. Using the matrix B the couples of features which are
most frequently jointly selected by the variable selec-
tion approach are identified. Among all the possible
n(n − 1)/2 couples of variables, the ones which have
been selected for the highest number of times are iden-
tified.

4. A new variables subset ~q is built by merging the previ-
ously identified couples of variables.

5. The M triples of Training, Validation and Test datasets
that have been built at step 1) are reduced by considering
only the variables selected at step 4)

6. The M reduced training datasets built at step 5) are fed
as input to the selected classifier and the corresponding
test sets are used to evaluate the classifier accuracy.

The accuracy is calculated using the so called Balanced
Classification Rate (BCR) [63] that considers the bal-
ance between the two class in order to be an appropriate
measure for balanced and imbalanced data [64]. [65].
BCR is computed as follows:

BCR =
1

2
·
[

TP

TP + FN
+

TN

TN + FP

]
(4)

where TP (True Positive) represents the percentage of
correctly classified unitary samples; TN (True Nega-
tive) represents the percentage of correctly classified
null samples; FP (False Positive) represents the per-
centage of null samples incorrectly classified and finally
FN (False Negative) represents the percentage of uni-
tary samples incorrectly classified.

7. The classifier showing the highest BCR is finally se-
lected.

The procedure is schematically depicted in Figure 2.

Figure. 2: General scheme

V. Experimental tests

The proposed variable selection approach is generic and can
be performed on any kind of binary classifier tuned through
a supervised learning approach exploiting a dataset for its
design. In the following the depicted strategy has been ap-
plied to build three different classifiers (Bayesian, DT-based
and LDA-based) applied to different datasets extracted by the
largely used UCI learning repository [66] as well as to two
datasets coming from industrial field. A deep comparison
with the standard SFS, SBS, GAW or ES procedures has been
developed. The exploited datasets are described below and a
summary of their main features are summarized in table 2.

• Breast Cancer Wisconsis (BCW): the BCW database
is provided by the Hospital of the University of Wiscon-
sis. Data refer to about 700 patients affected by tumors.
The binary target describes if the tumor is benign or ma-
lign.

• Australian Credit Approval (ACA): data contains de-
tails about credit card applications including continuous
and nominal attributes. The binary target indicates if the
customer has a good or bad credit.

• Mammography Mass (MM): Mammography mass
dataset is collected by the Institute of Radiology of
the Erlangen-Nuremberg University during 2003-2006.
The binary target is used to classify the mass lesion as
benign or malign.
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• Pima Indians Diabetes (PID): this dataset is an extrac-
tion of a bigger dataset which is held by the National In-
stitutes of Diabetes and Digestive and Kidney Diseases.
This analysis was carried out on women patients at least
21 years old coming from Arizona. The target is used
to establish if the diabetes test is positive or negative.

• Heart: This dataset is built to classify the presence or
absence of heart disease. This database is extracted by
another larger dataset containing 76 attributes, but all
published experiments refer to using a subset of 14 of
them.

• Monk2: The Monk’s problems consist of a set of three
artificial problems including the same set of features.
The three problems come from an artificial robot and d-
iffer on the kind of concept to be learned. Moreover the
differences include also the amount of noise in the train-
ing set. Each problem is provided by a logical character-
ization of a concept and robots can or cannot appertain
to this concept.

• Blood Transfusion Service Center (BTSC): Blood
Transfusion Service Center Data Set used the donor
database of Blood Transfusion Service Center in Hsin-
Chu City in Taiwan. The dataset is built by extracting
748 donors at random from the donor database. The tar-
get indicates whether a donor donated blood in March
2007.

• Industrial I: This dataset comes from an industrial con-
text: it represents the outcome of the quality control and
contains products analyses. The binary target indicate if
a product is defective and must be discarded or non-
defective and can be send to the market.

• Industrial II: This dataset belong to the metal industry
field. The input variables depict operational parameters
and it is a good example of real imbalanced dataset. The
minority class represents the occurrence of the faulty
situation and to detect these rare cases is very important.

Table 2: Dataset description
Dataset #Instances #Features #Class0 #Class1
BCW 699 9 458 241
ACA 690 14 383 307
MM 830 5 427 403
PID 768 8 500 268
Heart 270 13 120 150
Monk2 432 6 204 228
BTSC 748 4 570 178
Industrial I 1235 26 517 718
Industrial II 1915 10 1454 461

In order to assess whether the depicted procedure improves
the stability of the variable selection procedures, such pro-
cedures are repeated Q times, by thus identifying Q vari-
ables subsets, each represented through a binary vector ~pi
(1 ≤ i ≤ Q). The stability is quantified by the average
Tanimoto distance T̄ among the binary vectors ~pi, that can
be directly compared to the average Tanimoto distance T̄ES ,
T̄SFS , T̄SBS or T̄GAW among the binary vectors~bi obtained
in Q runs of the standard wrapper procedures.

In order to compare the performance of the designed classi-
fiers, the average ¯BCR of the Q accuracy values obtained
for the classifier on each test set can be used as overall per-
formance index for the classifier that is built by means of
proposed approach and compared to the average ¯BCRES ,

¯BCRSFS , ¯BCRSBS or ¯GAWSBS of the Q accuracy val-
ues shown by classifier using theM variable subsets selected
by the standard ES procedures, SFS, SBS and GAW, respec-
tively. Finally the number of selected variables has also been
considered a meaningful term of comparison among standard
and the proposed approach: thus the average number N̄ES ,
N̄SFS , N̄SBS or N̄GAW and N̄ of selected variables in the
Q trials of the wrappers and the proposed approach, respec-
tively, have also been computed.
Within the tests discussed here, for the proposed procedure
M = 10 have been set. Moreover the comparison among the
two approaches have been developed onQ = 10 independent
runs.

A. Results for the Exhaustive Search

Table 3 shows the results obtained in the tests developed on
all the proposed datasets by applying the ES procedure. In
particular the first column indicates the processed dataset,
columns 2-4 represent the values of the selected indexes for
the standard ES procedure, while the columns 5-7 represent
the values of the selected indexes for the proposed approach.

Table 3: Results of the tests with ES

Dataset ¯BCRES N̄ES T̄ES
¯BCR N̄ T̄

Bayesian Classifier
BCW 0.95 4.9 0.4 0.96 2.7 0.6
ACA 0.86 2.5 0.45 0.87 2.4 0.6
MM 0.76 2.8 0.47 0.78 2.5 0.63
PID 0.70 4.9 0.52 0.71 2.4 0.60
Heart 0.76 6.9 0.40 0.76 2.7 0.44
Monk2 0.94 3.6 0.6 0.96 2 1
BTSC 0.66 2.7 0.6 0.68 2.1 0.66
Industrial I 0.72 5.9 0.5 0.72 2 1
Industrial II 0.73 3.9 0.5 0.83 2.3 0.65

LDA-based Classifier
BCW 0.95 5.7 0.55 0.95 2.6 0.61
ACA 0.86 7.4 0.47 0.88 2.8 0.60
MM 0.80 3.8 0.69 0.80 2.6 0.74
PID 0.73 5.8 0.68 0.75 2.9 0.71
Heart 0.81 9.4 0.61 0.83 2.6 0.68
Monk2 0.78 3.4 0.58 0.80 2 1
BTSC 0.60 2.7 0.68 0.63 2.6 0.72
Industrial I 0.80 5.5 0.63 0.81 3 1
Industrial II 0.73 3.3 0.60 0.77 2.3 0.70

DT-based Classifier
BCW 0.93 4.4 0.52 0.94 3.3 0.69
ACA 0.82 7.1 0.4 0.88 3.1 0.5
MM 0.81 2.9 0.52 0.83 2.3 0.56
PID 0.66 4.9 0.48 0.78 2.1 0.51
Heart 0.76 6.6 0.39 0.78 2.1 0.51
Monk2 0.78 3.4 0.55 0.79 2 1
BTSC 0.59 2.8 0.58 0.66 2.3 0.61
Industrial I 0.79 6.4 0.58 0.79 2.5 0.82
Industrial II 0.71 3.7 0.5 0.74 2.6 0.60

Considering the obtained results, as far as the ES is con-
cerned, it can be concluded that:

• In many cases the proposed approach improves accura-
cy and stability by also reducing the number of select-
ed input variables. However there are some examples
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where the proposed method does not improve the mean
accuracy of the classifier but reduces the number of s-
elected variables and increases the stability. In some
examples, such as Monk2 and Industrial I the stability
shows even an unitary value.

• On average, the best mean accuracy of the proposed ap-
proach, in terms of absolute value is obtained with the
DA-based classifier, but, if the percentage improvement
with respect to the the classical ES is considered, then
the best improvement has been obtained with the DT-
based classifier (6.1%).

• As far as the mean subset length and the stability are
concerned, the best results are obtained with the LDA-
based classifier considering both the absolute values and
the percentage improvement with respect to the tradi-
tional method, about 33% and 26% respectively.

B. Results for the Sequential Forward Selection

Table 4 shows the results obtained in the tests developed on
all the proposed datasets by applying the SFS procedure for
the three selected classifiers.

Table 4: Results of tests with SFS

Dataset ¯BCRSFS N̄SFS T̄SFS
¯BCR N̄ T̄

Bayesian Classifier
BCW 0.94 5.1 0.6 0.94 2.1 0.93
ACA 0.85 2.4 0.45 0.87 2.4 0.6
MM 0.78 2.3 0.56 0.80 2.3 0.77
PID 0.71 3.7 0.59 0.71 2.4 0.65
Heart 0.75 4.6 0.39 0.8 2.9 0.84
Monk2 0.95 2.4 0.8 0.96 2 1
BTSC 0.64 2.7 0.65 0.66 2.1 0.73
Industrial I 0.82 3.2 0.53 0.83 2.5 0.7
Industrial II 0.7 3.4 0.7 0.8 2.1 0.9

LDA-based Classifier
BCW 0.93 4.5 0.52 0.95 2.3 0.70
ACA 0.86 2.4 0.77 0.87 2 1
MM 0.80 1.4 0.52 0.82 1.4 0.77
PID 0.73 4.4 0.52 0.73 2.3 0.76
Heart 0.78 4.9 0.39 0.82 2.5 0.64
Monk2 0.78 2.2 0.58 0.80 2 1
BTSC 0.60 2.7 0.68 0.62 2.6 0.72
Industrial I 0.80 4.9 0.65 0.81 3 1
Industrial II 0.70 4.4 0.70 0.72 2.9 0.72

DT-based Classifier
BCW 0.94 3.1 0.4 0.96 2.1 0.73
ACA 0.85 2.4 0.51 0.86 2.4 0.59
MM 0.82 2.2 0.55 0.85 2.2 0.76
PID 0.66 3.3 0.37 0.78 2.7 0.47
Heart 0.75 2.9 0.40 0.81 2.6 0.62
Monk2 0.96 2.9 0.82 0.99 2.6 0.95
BTSC 0.59 3 0.73 0.68 2.4 0.73
Industrial I 0.79 5.1 0.65 0.81 3 1
Industrial II 0.68 4.1 0.64 0.73 3.1 0.74

Considering the obtained results, as far as the SFS is con-
cerned, it can be concluded that:

• The proposed approach, despite in some cases having
the same accuracy, improves the stability until 55% ,
by also reducing the number of selected input variables.
This represents a good result, as the novel method ex-
tracts less variables which are actually those ones which

mainly affect the considered target, as shown by the in-
creased stability.

• There are some examples where the mean length of the
selected subsets is the same for the two approaches but
the proposed method improves both the average accura-
cy and the mean stability.

• In many cases the proposed approach leads to an im-
provement of all the considered performance indexes
for all the database.

• On average, the best mean accuracy of the proposed ap-
proach, in terms of absolute value is obtained by the
DT-based classifier, but, if the percentage improvement
with respect to the the classical SFS is considered, then
the best improvement has been obtained by the LDA-
based classifier (13%).

• As far as the mean subset length and the stability are
concerned, the best results are obtained by the LDA-
based classifier considering both the absolute values and
the percentage improvement with respect to the tradi-
tional method.

C. Results for the Sequential Backward Selection

Table 5 shows the results obtained in the tests related to the
SBS procedure.

Table 5: Results of the tests with SBS

Dataset ¯BCRSBS N̄SBS T̄SBS
¯BCR N̄ T̄

Bayesian Classifier
BCW 0.95 7.1 0.48 0.98 2.8 0.67
ACA 0.85 7.7 0.59 0.86 2.3 0.76
MM 0.79 3.5 0.65 0.79 2.4 0.78
PID 0.72 5.1 0.65 0.73 2.6 0.73
Heart 0.77 9.3 0.43 0.79 3.2 0.64
Monk2 0.94 2.8 0.70 0.95 2 1
BTSC 0.65 3.2 0.75 0.67 2.2 0.89
Industrial I 0.71 5.5 0.52 0.73 2 1
Industrial II 0.75 3.3 0.68 0.78 2.6 0.83

LDA-based Classifier
BCW 0.93 5.7 0.55 0.95 2.6 0.61
ACA 0.86 7.4 0.47 0.87 2.8 0.60
MM 0.80 3.8 0.69 0.80 2.6 0.74
PID 0.73 5.8 0.68 0.73 2.9 0.71
Heart 0.81 9.4 0.61 0.81 2.6 0.68
Monk2 0.78 3.4 0.58 0.81 2 1
BTSC 0.60 2.7 0.68 0.62 2.6 0.72
Industrial I 0.80 5.5 0.63 0.80 3 1
Industrial II 0.73 3.3 0.60 0.77 2.3 0.70

DT-based Classifier
BCW 0.93 4.4 0.4 0.95 2.7 0.4
ACA 0.82 7.8 0.45 0.87 2.5 0.57
MM 0.81 2.5 0.58 0.84 2.1 0.93
PID 0.67 5.9 0.62 0.79 2.5 0.62
Heart 0.74 6.5 0.42 0.84 3.3 0.52
Monk2 0.99 2.9 0.82 0.99 2.6 0.95
BTSC 0.59 2.6 0.62 0.67 2.3 0.80
Industrial I 0.80 6.9 0.62 0.83 4.6 0.70
Industrial II 0.70 2.4 0.71 0.73 2.2 0.73

The results obtained for the SBS allow to conclude that:

• Sometimes the proposed method is not able to improve
the mean accuracy of the classifier but reduces the num-
ber of selected variables and improves the stability.
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However in some example the stability reaches even a
unitary value, i.e the same variables are selected when
changing the training set. Finally in most cases the pro-
posed algorithm improves all considered indexes with
respect to the traditional SBS algorithm.

• On average, the best mean accuracy, in terms of both
absolute value and the percentage improvement (with
respect to the the classical SBS) is obtained by the pro-
posed approach by the DT-based classifier;

• the smallest mean selected subset length and the best
average stability are obtained by the Bayesian classifier.

D. Results for the GAW approach

Table 6 shows the results obtained in the tests developed on
the GAW procedure.
The results obtained for the GAW method show that:

• Again, there are cases where the accuracy does not im-
prove even if the other indexes improve and in most of
cases the proposed approach lead to an improvement of
all the considered performance indexes.

• On average, the best mean accuracy , in terms of abso-
lute value is obtained by applying the proposed proce-
dure to the DT-based classifier: the percentage improve-
ment which is about 8%.

• As far as the mean subset length is concerned, the best
results, in terms of percentage improvement (47%) with
respect to the standard approach, is obtained by the
LDA-based classifier.

• The best results in terms of stability are obtained by the
proposed approach when applied to the bayesian classi-
fier.

E. General overview of the results

In all considered examples, the proposed approach improves
the stability of all the considered variable selection proce-
dures applied to different kind of classifier and processing
different datasets. The novel procedure is indeed more time
consuming with respect to the standard wrapper approaches,
as each of its run requires the construction of M datasets,
M runs of the algorithm and other accessory steps. Howev-
er, the variable selection procedure is very often run once or
at least at a low frequency and in most of the cases off-line,
therefore this increased computational effort is in most cases
sustainable.
Table 7 shows the average percentage improvements of the
three considered indexes (computed on all the datasets and
indicated as ∆̄BCR, ∆̄N and ∆̄T , respectively) that have
been achieved with respect to the traditional approach by
adopting the proposed method for each tested variable se-
lection method.
All considered indexes, in average, are improved by apply-
ing the proposed approach. In particular, although the mean
uncertainty in the classification slightly rises, the length of
the selected subset of variables shows a satisfactory reduc-
tion and also the stability is improved. This means that, even
when the performance of the classifier remains unchanged,

Table 7: Percentage improvement of computed indexes for
the different variable selection methods and classifiers

Index classifier ES SFS SBS GAW

∆̄BCR

Bayesian 1.27 7.2 2.1 3.6
LDA-based 0.46 3.5 1.6 7.7
DT-based 6.1 4.7 6.5 7.9

∆̄N

Bayesian 33.4 25.5 46.8 40.1
LDA-based 44.8 27.5 43.1 47
DT-based 12.3 19.3 32.6 17.8

∆̄T

Bayesian 25.3 23.6 24.7 28.7
LDA-based 25.6 26.4 16.7 25.8
DT-based 21.6 22.1 14.2 23.5

the proposed method guarantees a reduced subset of vari-
ables and a greater stability of the selection of such variables.
The highest percentage increase in terms of classifier accura-
cy is obtained when applying the GAW variable selection ap-
proach and the DT-based classifier. Moreover, as far and the
number of selected variables is concerned, the smallest aver-
age value is achieved for the GAW variable selection method
and the LDA-based classifier. Finally, the highest average
percentage increase in stability is achieved for GAW and the
Bayesian classifier. What above shows that the proposed ap-
proach is powerful when applied to a meta-heuristic wrapper
variable selection approach, probably due to the highest sen-
sitivity of these kind of method with respect to the selection
of the training dataset. It can be noted, however, that the there
are not important variations between the different variable s-
election methods, which also confirms that the efficiency of
the proposed procedure is independent on the variable selec-
tion method used.
In order to analyse the effect of the proposed approach with
respect to the type of the binary classifier, the average per-
centage improvements of the considered performance index-
es over the different variable selection procedures (indicated
in the following as δ̄BCR, δ̄N and δ̄T , respectively) have been
computed for each classifier and each dataset analysed. Table
8 depicts the results.
It can be observed that the average percentage increase in
terms of classifiers accuracy is quite low in most cases;
however the highest improvements are obtained by the DT-
based classifier. Concerning the length of the selected vari-
ables subset, for many datasets a considerable reduction is
achieved up to 60%. Such reduction is clearly higher for
dataset including many input variables, as the probability of
having redundant or useless variables is higher. Finally it is
worth noting that the value of the stability index does not de-
pend neither on the classifier nor on the dataset and the pro-
posed method for all the classifiers leads to an improvement
of the stability.

VI. Conclusion and future work

The paper proposes a novel approach that increases the sta-
bility of some wrapper variable selection algorithms when
applied to binary classification tasks. In fact the main prob-
lem of these algorithms lies in their high sensitivity to the
variation of the training set. This represents a serious prob-
lem, especially when the main aim of the variable selection is
knowledge extraction on the considered phenomenon, name-
ly the selection of the variables that mainly affect the classi-
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Table 6: Results of the tests with GAW

Dataset ¯BCRGAW N̄GAW T̄GAW
¯BCR N̄ T̄

Bayesian Classifier
BCW 0.93 4.7 0.4 0.93 2.5 0.7
ACA 0.85 2.5 0.5 0.90 2.2 0.7
MM 0.77 2.8 0.5 0.78 2.3 0.8
PID 0.69 4.9 0.5 0.70 2.5 0.6
Heart 0.75 6.9 0.4 0.76 2.8 0.5
Monk2 0.94 3.6 0.5 0.97 2 1
BTSC 0.67 2.7 0.7 0.69 2.1 0.8
Industrial I 0.73 5.9 0.6 0.74 2.2 0.9
Industrial II 0.72 3.9 0.5 0.85 2.4 0.6

LDA-based Classifier
BCW 0.94 5.1 0.43 0.94 2.3 0.53
ACA 0.86 7.7 0.42 0.86 2.4 0.45
MM 0.78 3.2 0.5 0.80 2.4 0.7
PID 0.72 4.9 0.5 0.72 2.3 0.6
Heart 0.81 7.5 0.5 0.81 2.7 0.7
Monk2 0.77 3.8 0.5 0.79 2 1
BTSC 0.7 2.6 0.7 0.8 2.1 0.8
Industrial I 0.80 6.7 0.6 0.80 2.8 0.8
Industrial II 0.73 3.7 0.5 0.75 2.5 0.7

DT-based Classifier
BCW 0.94 3.1 0.4 0.96 2.1 0.73
ACA 0.85 2.4 0.51 0.86 2.4 0.62
MM 0.82 2.2 0.55 0.83 2.2 0.76
PID 0.6 3.3 0.4 0.8 2.7 0.5
Heart .0.8 2.9 0.40 0.8 2.6 0.6
Monk2 0.96 2.9 0.8 0.99 2.6 0.94
BTSC 0.6 3 0.74 0.7 2.4 0.8
Industrial I 0.78 5.1 0.65 0.82 2.8 0.95
Industrial II 0.70 4.1 0.64 0.74 3.1 0.74

Table 8: Mean percentage improvement of the proposed method for each dataset and each classifier

δ̄BCR δ̄N δ̄T
Dataset Bayesian LDA-based DT-based Bayesian LDA-based DT-based Bayesian LDA-based DT-based
BCW 1 1.1 2.1 52.8 49.9 33.8 34.8 17.6 33.8
ACA 2.5 0.56 2.3 31.8 53.9 33.7 25.3 18.5 16.5
MM 1.6 1.2 21.8 24 18.5 4 25.1 21.1 28.5
PID 1.1 0 17.8 45.7 50.9 28.1 12.5 21.2 25
Heart 1.2 1.5 6.7 55.7 59.5 20 26.7 27.8 30.9
Monk2 3.1 1.6 2.3 25.2 36.2 8.5 31.1 45 11.4
BTSC 2.95 1.7 12.7 24.5 12.9 17.9 12.1 9 7.5
Industrial I 1.3 0.3 5.7 53.5 49.3 30.5 38.9 41 19.5
Industrial II 7.9 10.5 5.7 34.7 32.4 18.7 20.7 15.6 10.8
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fication. A stable variable selection algorithm allows a more
efficient identification of the factors which are most relevan-
t with respect to the classification problem. The proposed
method is applied to the design of three different classifiers:
bayesian classifier, the LDA-based classifier and DT-based
classifier. Moreover several datasets coming from real word
applications have been processed. The obtained results show
that the proposed approach is effective independently on the
type of variable selection method, on the type of classifier
and on the database.
Future work will deal with the extension of this method in
order to make it suitable to cope with tasks which are dif-
ferent from classification, such as development of AI-based
approximation or forecasting models or clustering.
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