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Abstract: We describe an Information Retrieval Model based 

on fuzzy Networks that incorporates dependence relationships 

between indexing terms. We details the design and 

implementation of a new Information Retrieval Model based on 

Fuzzy Network. From this Network, most relevant term to term 

dependence relationships are extracted using within document 

terms dependency analyses. The criteria used to select these 

dependence relationships are the strength of dependency of each 

pair of terms within each document and the strength of 

dependency of each pair of terms in the entire document 

collection. The relevance of a document to a query is interpreted 

by two degrees: the necessity and the possibility. The necessity 

degree evaluates the extent to which a document is relevant to a 

query, whereas the possibility degree evaluates the reasons of 

eliminating irrelevant documents. These two measures are also 

used for quantifying terms-terms links and terms-documents 

links. Experiments carried out on three standard document 

collections show the effectiveness of the model. 
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networks, Term dependency 

 

I. Introduction 

The field of Information Retrieval (IR) has been defined by 

Salton [26] as the subject concerned with the representation, 

storage, organization, and accessing of information items. The 

main objective of an Information Retrieval System (IRS) is to 

select, among a large collection of documents, those that are 

relevant to a user’s query. Given a document collection, the 

first step of an information retrieval process is to create a 

representation for each document in a suitable form to be 

managed by a computer. This task is called indexing which is 

generally done off line. The result of this task is a set of terms 

extracted from each document that should appropriately 

express its content. Because these terms are not equally 

important, they can be weighted in a second step in order to 

highlight their importance in the documents to which they 

belong. A weighted indexed document could be Dj = {(tl j, 

wlj), ...,  (tk j, wkj)), where each wij is the weight associated to 

the corresponding term ti. Usually, we use the weight known as 

tf*idf weight. In this case, the weight value associated to a 

given term ti in a given document dj is computed by 

multiplying the frequency of the term in this document (tfij) by 

its inverse document frequency (idfi) in the document 

collection (i.e. wij = tfij x idfi). 

In order to produce a representation for the user's query, the 

latter is also indexed in a third step. This task is done on line. 

Once the query representation is produced, it can be matched 

to documents representations, in a forth step, in order to 

retrieve documents relevant to the query. The matching task is 

based on functions implemented by the corresponding 

information retrieval model. Actually, a similarity score 

between the user query and each candidate document is 

computed using a scoring mechanism. The result of this stage 

is a ranking of documents sorted by their proximity to the 

query. 

Information retrieval systems are based on different 

theoretical models, which determine how indexing and 

matching tasks are conducted. The most prevalent models are 

Boolean, Vector Space, Probabilistic, and Language 

Modeling. Existing Information Retrieval Models (IRM) can 

be classified into two families. The first is based on the 

assumption that terms indexing one document are statistically 

independent [3], [7], [8], [18], [21], [22], [27]. This 

assumption is made because of the great expense that is 

expected to be incurred if term dependences are used [17], 

[25]. Thus, it makes the retrieval easier to be implemented. 

The second considers that the previous assumption is 

obviously wrong. The main idea here is that terms dependency 

is an indispensable consequence of language use, since words 

are not actually independent [20]. Therefore, independence 

assumption may cause a loss of information corresponding to 

the term dependence relationships, which may lower the 

performance of information retrieval systems. Consequently 

the use of term dependencies can improve the performance of 

IRS [28]. 

Most of models breaking the independence assumption are 

probabilistic. Some of them make an explicit graphical 

representation of term dependencies using a Bayesian network 

[10], [11], [12], [14], [16], [17], [19], [28]. Others integrate 

term dependencies in their matching mechanism between 

documents and query representations [2], [5].  

In this paper, we are interested in information retrieval models 
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that break the independence assumption and make an explicit 

representation of terms dependence relationships. Several 

information retrieval models of this kind have been proposed. 

However, to extract dependent pairs of terms, these models 

generally use a formula that analyzes terms co-occurrence 

between each pair of terms in the whole documents collection. 

This method has three problems. The first is that it doesn't 

consider the strength of terms dependencies inside each 

document. The second is that it ignores vagueness and 

fuzziness which is inherent to natural language. The third is 

that the used formula leads to a great number of linked terms 

and to weak values of dependencies [20]. 

To overcome these problems, this paper introduces a new 

possibilistic network based information retrieval model. The 

aims of this model are: 1) to extract most relevant term to term 

dependency relationships, by the means of within document 

terms dependency analyses. 2) to use possibilistic measures 

for both the quantification of the relevance of a document to a 

user query and the quantification of the strength of dependency 

relationships between pairs of terms.  

The paper is organized as follows. In section 2, we briefly 

present different approaches to IR using Bayesian networks. In 

section 3, we briefly introduce the Possibilistic network 

background needed to understand the rest of the paper. In 

section 4, we describe in detail the proposed model. Section 5 

shows experiments carried out on three document collections. 

The final section presents conclusions and future lines of 

research. 

II. Related Works 

Information Retrieval models that integrate terms 

dependencies are facing two main problems. The first is how 

to obtain terms dependency relationships efficiently, and the 

second is how to use them to retrieve documents, given a user 

query [28]. Most of the models that make an explicit 

representation of indexing term dependencies are based on 

Bayesian networks. In order to solve the efficiency problem, 

caused by the great expense incurred if higher order 

dependencies are used in estimating probabilities, these 

models are generally based on two main simplifying 

restrictions: 

1. Fixed dependence relationships: the structure of the 

model, encoding the dependence relationships between 

variables, is set a priori, without considering any potential 

knowledge that might be mined from the collection.  

2. Simplified estimation of conditional probabilities 

distribution: in order to avoid the large space needed to 

store all the probabilities relevant to the process, these 

models make use of canonical models to do this task. 

Based on these simplifications, several models have been 

proposed. The main differences between them are the number 

of subnetworks composing the Bayesian network, the process 

used to make the orientation of arcs and the modelling of the 

(in)dependence relation between term nodes. We are briefly 

going to review some works which are based on this kind of 

model.  

De Campos et al [10] proposed a Bayesian Network Retrieval 

Model (BNRM) composed of two different subnetworks: the 

term subnetwork and the document subnetwork. The former’s 

nodes represent indexing terms. Nodes links are used to depict 

dependence relationships between indexing terms. The latter’s 

nodes represent the set of documents. The relationships 

between a document and its indexing terms are presented by 

the links between the two subnetworks. In this model there is 

no node for the user’s query. In fact, query terms are 

considered as evidence that should be introduced into the 

system. To reduce the computation cost, this model uses 

canonical models instead of learning algorithms to estimate 

the conditional probability distribution of nodes. Canonical 

models are also used to do inference process. In a similar 

approach, Dongyu et al [12] proposed a model having almost 

the same as the BNRM’s one. However, the set of arcs are not 

oriented in the term subnetwork. This constitutes the main 

difference between the two models. A third model, proposed 

by de Campos et al [11], uses two term-layers to encode term 

relationships. It is based on the use of a term clustering 

technique to extract the strongest relationships among terms. 

Therefore, the complete Bayesian network contains three 

simple layers: two term layers and a document layer. A fourth 

model with two terms, layers was proposed by Xu et al [28]. 

Here, the term relationships are mined by using word 

similarity extracted from a thesaurus. 

The above models have two advantages: 1) they incorporate 

terms dependence relationships, 2) they reduce computation 

cost by using some simplifications, such as the fixed structures 

and the canonical models. However, for these models, term 

dependencies extraction procedure is not really based on a 

within document analyses. In fact, they use a formula that 

analyses terms co-occurrence between each pair of terms in the 

whole documents collection in order to quantify the degree to 

which two terms are considered as dependant without taking 

into consideration the strength of their dependence 

relationship within each document. This may leads both to a 

great number of linked terms and to weak values of 

dependencies [10]. 

Possibilistic Network based Information Retrieval Models 

(PNIRM) are not as numerous as their Bayesian network 

counterpart. Actually, the first important one was proposed by 

Boughanem et al [3]. In this model, the relevance assessment 

of a document to user a query is based on two possibilistic 

measures: possibility and necessity. The necessity degree 

evaluates the extent to which a given document is relevant to a 

query, whereas the possibility degree evaluates the reasons of 

eliminating irrelevant documents. The advantage of this model 

is that it deals with the concept of relevance under a 

possibilistic framework. However, it is based on the 

independence assumption between indexing terms. Based on 

this possibilistic interpretation of the relevance, Garrouch et al 

[14] proposed to combines the advantages of Bayesian 

networks based information retrieval models with the 

possibilistic network models described above. This 

proposition was putted in practice in [16] where a PNIRM 

integrating terms dependencies was developed. Although this 

model was the first of its kind, it showed a weak retrieval 

performance. 
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III. Possibility theory and Possibilistic 

Networks 

Introduced by Zadeh [29] and developed by Dubois and Prade 

[13], possibility theory constitutes a powerful and simple 

alternative to probability theory in particular for dealing with 

some types of uncertainty [15].  

A. Possibility theory 

The basic concept in the possibility theory is the notion of 

possibility distribution denoted by  which is a mapping from 

the universe of all possible states of the world Ω (universe of 

discourse) to the unit interval [0, 1]. (w) evaluates the 

plausibility that w is the actual value of some variable to which 

 is attached. (w) = 0 means that w is impossible.  (w) =1 

means that w is completely possible (unsurprising). 

Two dual measures are used in possibility theory: the 

possibility measure П(A) and the necessity measure N(A). The 

possibility of an event A, noted П(A) describes the most 

normal situation in which A is true. It is defined by 

 

( ) max( ( ))
i

i
w A

A w


   (1) 

 

The necessity of an event A reflects the most normal situation 

in which A is false. It is defined by: 
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The distance between N(A) and П(A) evaluates the level of 

ignorance on A [3]. 

 

A second concept in the possibility theory is the notion of 

possibilistic conditioning. It consists of updating the current 

beliefs encoded by the possibility distribution π by the arrival 

of a new sure piece of information . In possibility theory 

there are two possible definitions of conditioning; one is based 

on the product and the other on the minimum. In this work, 

given a normalized possibility distribution π, we focus only on 

the product-based conditioning defined as follows: 
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B. Product based possibilistic networks 

A product-based possibilistic network over a set of variables 

V={A1, A2,…, AN} is a directed possibilistic graph where 

conditionals are defined using product-based conditioning.  It 

is characterized by a qualitative component and a quantitative 

component. The first one is a directed acyclic graph which 

encodes independence relation sets. The second component 

quantifies the strength of distinct links of the graph and 

consists of a set of conditional possibility tables of each node 

in the context of its parents. These possibility distributions 

should respect the following normalization rules:  

 

 

For each variable V 

 If V is a root node and dom(V) is the domain of V, the 

prior possibility of  V have to satisfy:  

1)(max )(  vvdomv  

 If  V is not a root node, the conditional distribution of  V 

in the context of its parents should satisfy: 

 

( )max ( ) 1, ( )v dom v v v vv Par Par dom Par    

 

 where Parv is a configuration of parent variables of V and 

dom (Parv) is the Cartesian product of domains of parents of  

the variable V. 

The possibility distribution of product-based possibilistic 

networks, p, obtained by the chain rule is: 
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  (4)                   

IV. Proposed model 

In this work, a new Possibilistic Network based Information 

Retrieval Model (PNRIM) is presented. It differs from 

existing proposals on three main points: 

1) The quantification of the strength of dependency 

relationships between terms is based on two possibilistic 

measures (possibility and necessity). The possibility of 

dependence of a pair of terms, denoted by (Пdep(ti,tj)), is meant 

to eliminate irrelevant dependencies. Actually, if Пdep(ti,tj ) = 0, 

it is certain that the two terms are not dependent. However 

Пdep(ti,tj ) =1 does not imply that the pair of terms are 

dependent, only that nothing prevents them from being 

dependent. The necessity of dependence of a pair of terms 

denoted by (Ndep(ti,tj)), focuses attention on relevant 

dependencies. Since Ndep(ti,tj) >0  Пdep(ti,tj ) = 1, only 

possibly dependent pairs of terms can be considered as 

necessarily dependent (to a certain degree). Under a 

possibilistic approach, given a set of document, we are 

interested in extracting necessarily dependent pairs of terms; 

or at least possibly dependent ones.  

2) These possibilistic measures are also used for the relevance 

quantification of a document to user query. The possibility of 

relevance of a document to a user query denoted by (П(dj|Q)), 

is meant to eliminate irrelevant documents. If П(dj|Q) = 0, it is 

certain that the document dj is not relevant to the query Q. 

However, П(dj|Q)=1 does not imply that the document is 

relevant, only that nothing prevents the document from being 

relevant. The necessity of relevance of a document to a user 

query denoted by (N(dj|Q)), focuses attention on relevant 

documents. Since N(dj|Q)>0  П(dj|Q)=1, only possibly 

relevant documents can be considered as necessarily relevant 

(to a certain degree). Thus, the proposed model will be used to 

retrieve necessarily relevant documents or at least possibly 

relevant ones. 

3) The approach proposed for the extraction of the set of 

dependent pairs of terms, from a given document collection is 

based on two criteria. The first one is the strength of 
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dependency of each pair of term within each document. The 

second criterion is the strength of dependency of each pair of 

terms in the entire document collection. The hypothesis used 

here is : the greater is the number of documents where a pair of 

terms co-occurs, the greater is the belief about their 

dependency.  

A. The structure of the model 

The structure of the proposed model is composed of two layers: 

a term layer and a document layer (Figure.1). The first one 

contains the set of indexing terms T = {Ti, i = 1… M}, M being 

the number of terms used to index the document collection. 

The domain of an index term node Ti is  ii tt , .  

Ti = ti refers to the fact that the term is selected to represent a 

document. A non representative term, denoted by  
it  is a term 

absent from (or not important in) the object. A link between 

two term nodes means that they are dependent.  

The topology for representing term to term relationships that 

supports the model is a polytree. It is adopted because it 

represents a good alternative for managing domains with a 

large number of variables, such as information retrieval 

applications, where we have to deal with thousands of terms or 

concepts, and each one represents a variable [9].  

 

Figure 1. Structure of PNIRM 

The second layer is the document layer. It contains the set of 

documents nodes  D = {Dj, j=1... N}, with N being the number 

of documents in the collection. The domain of a document 

node is  jj dd , . D = dj means that the document is relevant 

to a given query. j jD d means that the document is not 

relevant for a given query (i.e. it does not satisfy the user's 

information need). Arcs are directed from terms nodes to their 

corresponding documents nodes. There are no links joining 

the document nodes between them. 

B. Model building  

The general principle used by structure learning algorithms to 

build the structure of the polytree based network from 

empirical data is composed of two tasks: the first one is to 

construct an undirected graph whose edges connect every pair 

of variables which are not independent. The second task is to 

give a direction to each of these edges [9], [24]. Based on this 

principle, the process used in our model to build the structure 

of the network consists of four steps. The first step is to 

discover the set of most relevant term dependencies from the 

set of documents.  The second step is to build the tree skeleton 

using a greedy algorithm in order to obtain a Maximum 

Weight Spanning Tree (MWST). The aim of these two steps is 

to construct the undirected graph. The third step deals with the 

orientation of the edges in the tree to make up a polytree. The 

last step is to join each indexing term to its corresponding 

document. 

1) Construction of the list of dependencies 

We propose to keep in our model only the most relevant terms 

dependence relationships. To reach this goal, we propose a 

process that: 1) investigates the collection of documents one 

by one, 2) creates a list of most relevant terms dependence 

relationships from each document and 3) merges the obtained 

lists together, in order to have a final list of term dependencies. 

Two complementary measures are used to quantify the 

dependence relationships within one document: the possibility 

of dependence and the necessity of dependence. The first 

measure describes to which extent two terms ti and tj are 

possibly dependent within one document. We assume that two 

terms are possibly dependent if their within document 

frequency meet or exceed a specified minimum value (). To 

assess the possibility of dependence between two terms ti and tj 

within one document dk, we propose to use the following 

formula: 

1
( , )

0
dk

ijk

dep i j

if tf
t t

otherwise


 





 (5) 

The aim of the use of this formula is to focus on the list of 

possibly dependent pairs of terms. Thus, all pairs of terms 

having a possibility value of dependence bellow  are 

excluded. At present, there is no well-motivated basis for 

selecting values of   that can be expected to yield good 

retrieval results for a particular document collection. Thus, 

optimal values of this threshold must be determined 

empirically for each collection. A large number of experiments 

testing several values for the threshold have been conducted. 

Details about these experiments are specified in section 5. 

The necessity of dependence describes the certainty degree of 

terms dependencies. We assume that two terms ti and tj are 

necessarily dependent to a certain degree within one document 

dk if they are at least possibly dependent. To assess the 

necessity degree of dependence of two terms ti and tj within 

one document dk, we propose to use the following formula:  

( , )
max( )dk

l

ijk

dep i j

ijk
d D

tf
N t t

tf


  (6) 

 

With tfijk is the measure of the co-occurrence frequency of the 

terms ti and tj in the document dk and max( )
l

ijk
d D

tf


 is the 

maximum value of co-occurrence of the terms ti and tj in the 

document collection. It is used as a normalisation factor. 

The choice of this formula is based on the assumption that 

terms that occur frequently together in a document are 

generally about the same subject.  Thus, term co-occurrence 

data obtained from the analysis of each document can be used 
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to identify some of the semantic relationships that exist 

between terms [4]. In other words, the formula quantifying the 

strength of the dependency of a pair of terms has to be based 

on the information about their co-occurrence frequency. 

The formulas 5 and 6 allow us to extract, from each document, 

a list of dependent pairs of terms. Some of them exist only in 

one document, while others exist in several documents. 

Consequently, we have to transform the set of lists obtained 

from each document to a single one. Our idea is to strengthen 

the values of dependency of pairs of words that occur in many 

documents. Thus, the final values of dependency of a given 

pair of terms will be obtained by adding up the set of 

dependency values obtained from each document, while 

taking into account the number of documents in which they 

co-occur. Therefore, to quantify the strength of the 

dependence relationship between two terms in the whole 

document collection, we propose to use two possibilistic 

measures: the first is the possibility of dependence, used in 

order to eliminate pairs of terms that are not possibly 

dependent in the document collection. It is described as 

follow: 

1 \ ( , ) 0
( , )

0coll

k dep i j

dep i j

if d coll N t t
t t

otherwise

  
  


 (7)  

The second measure is the necessity of dependence. It 

describes to which extent two terms ti and tj are necessarily 

dependent in the document collection. Its value is obtained 

gradually from N documents. The proposed formula is as 

follows:  

1
( , )

( , )

ij

dk

coll

n

dep i jij i
dep i j

N t tn
N t t

N N

 


 (8) 

Here, 

),( jidep ttN
dk

is the necessity dependence measure of a pair of 

terms ti and tj in a document dk,  

N is the number of document in the collection,  

nij is the number of documents containing both ti and tj and  

k have to verify 1≤ k ≤N. 

2) Construction of the tree skeleton 

The objective of this step is to build the tree skeleton of the 

model which is a Maximum Weight Spanning Tree (MWST), 

i.e. a tree that maximizes the sum of its links weights. The idea 

here is to preserve the edges having the strongest dependency 

relations, with the restriction that the resultant structure must 

be singly connected [9]. To reach this objective, we first 

assume that the computed necessity values are link weights in 

the graph, and then we apply a greedy algorithm to get our 

MWST.   

3) Orientation of the edges in the tree 

Once the skeleton is built, the last part of the structure building 

process deals with the tree's orientation getting a polytree as a 

result. The aim here is to assign directions to each triplet's 

edges in the network. Since there are three possible types of 

orientation of triplets allowed in a polytree, the task is to 

choose the appropriate orientation for each triplet Ti―Tk―Tj.  

Type 1: Ti→Tk→Tj, 

Type 2: Ti←Tk→Tj, 

Type 3: Ti →Tk ← Tj 

In a head to head pattern (Type 3), the instantiation of the node 

Tk should normally increase the degree of dependency 

between the variables Ti and Tj, whereas in a non-head to head 

pattern (Type 1 and Type 2), the instantiation of the node Tk 

should produce the opposite effect. Based on this idea, de 

Compos [9] proposes to compare the degree of dependency 

between Ti and Tj after the instantiation of Tk, Dep(Ti,Tj|Tk) 

with the degree of dependency between Ti and Tj before the 

instantiation of Tk, Dep(Ti,Tj|) and direct the edges toward 

Tk, if the former is greater than the latter. 

Logically, in the case of information retrieval, to have a head 

pattern, the three nodes, Ti, Tk, and Tj have to co-occur at least 

in one document; otherwise Tk can't have any influence on the 

dependency between Ti and Tj. In fact, if the link Ti―Tk is 

obtained by analyzing a document Dl and the link Tk―Tj is 

obtained by analyzing another different document Dm, then Ti 

and Tj are independent and can't be conditionally dependent to 

Tk. Thus, the triplet Ti―Tk―Tj can't be considered as head to 

head connection. In contrast, if the two links come from the 

same document then there is more chance that Ti and Tj are 

conditionally dependent to Tk.  

Based on these facts, we propose to orient a triplet Ti―Tk―Tj 

as a head to head pattern only if the following two conditions 

are satisfied:  

1. The three nodes Ti, Tk and Tj should co-occur in at least one 

document, and    

2.  Dep(Ti,Tj|Tk)  >  Dep(Ti,Tj|) . 

The first condition allows the reduction of the cost of 

computation time and storage needed for the orientation 

process. Indeed, given a set of triplets, only those satisfying 

the condition are concerned by the identification of the set of 

head to head patterns. Thus, the remaining triplets are 

discarded. 

The dependency measure used in this case is based on the 

possibilistic mutual information [6] given by the following 

equations:

,

( , )
( , ) ( , ) log

min( ( ), ( ))

i j

i j i j

i j i j

t t
Dep t t t t

t t
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( , ) ( , , ) log
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i j k

i j k i j k

k i j i k j k

t t t
Dep t t t t t t

t t t t




 
         

                      (10) 
 

After obtaining the set of head to head connections, we finish 

the orientation task by directing the remaining undirected 

edges without adding new head to head connections. 

 

Once the polytree is learned, the last step to finish the structure 

construction is to join each term node with its corresponding 

document node. A link between a document node and a term 

node means that the term is chosen to represent the document. 

A missing link between them means that either the term does 

not exist in document or it can not represent the document. 
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C. Parameters estimation 

Once the structure is built, the next step is to estimate the set of 

possibility distributions. In our model, we have three kinds of 

nodes: root term nodes, non root term nodes and leaf 

(document) nodes.  

1) Root term nodes 

For a root term node, we have to store the marginal possibility 

of relevance ( )
i

t  and the marginal possibility of being 

non-relevant ( )
i
t . Given that a weight wij is used in 

information retrieval field to assess the relevance of a given 

term ti in a given document Dj, we think that it can also be used 

to measure the relevance of the term in the document 

collection. Thus the marginal necessity of relevance of a term 

ti can be estimated by summing its weights in the documents 

while taking into account the number of documents in which it 

occurs. Therefore greater is the number of document where a 

term is relevant, greater is its marginal necessity of relevance.  

The proposed formula is the following:  

 

( ) 1 ( )( ) 1 j
ijD

i i

i

i

w
t and t

n
N t    


 (11) 

 

with ni being the number of document in the collection where 

the term ti occurs, 

wij is the weight of the term ti in the document Dj. 

2) Non-root term nodes 

For each non-root term node Ti with parent set Par(Ti), we 

need to estimate the set of conditional possibility distributions, 

(Ti| l ), one for each possible configuration  l of parent 

nodes values. The proposed formulas are the following: 
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kdl l

k j j jl

i

if d D t
t

otherwise
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 (13) 

 

With  : is the set of possible configurations of the parent set of 

a term Ti, 

l : is one of the possible configurations of the parent set 

node of a term Ti, 

k
d

j
 : is the instantiation of the term Tj in the document dk,  

l

j
 : is the instantiation of the term Tj in

l
 ,  

 n(<...>): is defined as the number of documents containing all 

the terms that are included as relevant in the configuration l 

and excluding those that are not relevant in it. In our model, 

this estimation is based on the Jaccard similarity measure 

which was also used for this task in [10], [12]. 

3) Document nodes 

For each document node Dj, with a set of parents Par(Dj), we 

need to estimate a set of conditional possibility distributions 

(Dj|l), one for each possible configuration l of parent nodes 

values. Here, Par (Dj) is the set of term nodes used to index the 

document Dj. For instance, if a document is indexed by k terms, 

we need to estimate and store 2k possibility values.  

In order to reduce the estimation complexity which is due to 

the large number of terms by which a document is indexed, we 

propose to make these estimations using a Noisy OR-gate. It is 

generally used for this kind of problems [3], [23]. The 

proposed estimators are the following: 
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jl l
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D

i i i

j
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With  : is the set of possible configurations of the parent set of 

the document Dj, 

l : is one of the possible configurations of the parent set of 

the document Dj, 
Dj

i
  : is the instantiation of the term Ti in the document Dj, 

l

i
 : is the instantiation of the term Ti in 

l
 , 

qij: is the weight wij of a term ti in the document dj.  It is defined 

by the following formula which was proposed by Boughanem 

et a l[3]: 
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with, N : is the number of document in the collection, 

 ni : is the number of documents containing the term ti, and 

 tfij : is the frequency of the term ti in the document dj. 

D. The retrieval engine: inference in the PNIRM 

Once the Possibilistic network is built, it can be used to 

retrieve documents that are relevant to a user query by means 

of the inference process. The model should be able to infer 

propositions like: 

 It is is more or less plausible (to a certain degree) that the 

document is relevant for the user need, denoted by П(dj|Q). 

 It is almost certain (in possibilistic sense) that the 

document is relevant to the query, which is quantified by a 

degree of conditional necessity denoted by N(dj|Q). 

 

A low value of П(dj|Q) is meant to eliminate irrelevant 

documents (weak plausibility). If  П(dj | Q) = 0, it is certain that 

document dj is not relevant to the query Q. However П(dj | 

Q)=1does not imply that the document is relevant, only that 

nothing prevents the document from being relevant. The 

second evaluation focuses attention on what looks very 

relevant.  
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Under a possibilistic approach, given a query Q, we are thus 

interested in retrieving necessarily relevant documents; or at 

least possibly relevant ones if  there is none of the first kind. To 

achieve this task, the set of terms in the query will play the role 

of a new piece of evidence provided to the system. This 

information will be propagated toward the network nodes. 

Then, the documents will be sorted first by their posterior 

necessity of relevance N(Dj|Q) and then by their posterior 

possibility of relevance (Dj|Q) to the user query. 

In order to do the inference task, we used the product-based 

possibilistic adaptation of the probabilistic propagation 

algorithm in junction trees proposed by Ben Amor [1]. 

V. Experimental evaluation and analysis of 

results 

Several experiments have been conducted in order to evaluate 

the performance of the proposed model. We have applied our 

model to three well-known test document collections: CISI, 

MEDLARS and CRANFIELD. The main characteristics of 

these collections are shown in Table 1.  

The choice of these document collections is justified by 
two facts: 

1. Their medium size makes them the appropriate 

collections to evaluate our model preparing and tuning the 

latter to work with larger collections. 

2. They have been used as test bed by the model to which 

we want compare our model. Thus, to give more rigors to 

results we have to use these collections in our experiments. 

Table 1. Main features of the standard test collections 

Collection N. documents N. terms N. queries 

CISI 1460 4985 112 

CRANFIELDS 1398 3857 225 

MEDLARS 1033 7170 30 

 

For each one of these collections, several retrieval experiments 

were done in order to select the value of threshold () of terms 

dependency that yields optimal retrieval results. In fact, we 

have tested several values of this threshold, ranging from two 

up to ten. For each one of these values, a complete retrieval 

experiment has been conducted on each document collection. 

Though the best threshold value changes from a collection to 

another, we found that the value three yields a good 

performance on almost all the document collections and, 

therefore we decide to choose it for the rest of experiments. 

 

In order to determine the effectiveness of the proposed model 

we have compared it to the Bayesian Network Retrieval Model 

(BNRM) [10] which breaks the independence assumption. 

The performance measure that we have used for the evaluation 

is the average precision for the eleven standard values of recall 

(AP-11). All the experimentations have been made using our 

own implimentation of the two models. They have been 

carried out on a single machine with Intel Core i3 2.20 GHZ 

CPU, 4 GB of RAM and 500 GB of local disk storage. The 

operation system used is Windows 7 Professional 64 bit 

edition. The C language was used both to build the structure 

and to estimate the parameters of the two models.  

For the CISI and MEDLARS document collections, test 

results are presented in Figure 2 and Figure 3 respectively. It 

seems clear from the curves that our model performs better 

than the BNRM, which proves the efficiency of the proposed 

model.  

 
Figure 1. 11-point average precision curves for CISI 

collection.  

The result for the CRANFIELDS collection is shown in Figure 

4. It seems obvious from the curves that the BNRM model 

performs slightly better than the proposed model. More 

precisely, BNRM precision values are slightly better at recall 

levels ranging from 0.0 to 0.1. Then, the behavior of both 

models became almost the same for recall levels ranging from 

0.1 to 0.3. Finally, our model performs slightly better for the 

rest of recall levels.  

 
Figure 3. 11-point average precision curves for MEDLARS 

collection. 

 

Figure 4. 11-point average precision curves for 

CRANFIELDS collection 
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VI. Conclusion and future work 

In this paper, we have presented a new information retrieval 

model based on possibilistic networks that breaks the 

independence assumption between indexing terms. The main 

objective of this model was to focus only on the most 

important dependence relationships between terms. For that, 

we have developed a new approach that uses the strength of 

dependency between each pair of terms within each document 

as criterion for the identification of dependent pairs of terms. 

The quantification of the relevance of a document to a user 

query and the quantification of the strength of dependence 

relationships between pairs of terms are made using two 

possibilistic measures (i.e. the possibility and the necessity). 

 

The performance of the proposed model was compared to the 

performance of an existing Bayesian network information 

retrieval model. Primary experimental results showed that it 

outperforms the other model on two medium-size standard 

document collections. 

 

We propose as future research to evaluate the behaviour of the 

proposed model on big document collections with hundreds of 

thousands of terms such as the web in order to identify the 

amendments necessary to accommodate the latter to web 

context.  Another line of research that we are considering is to 

develop a new mechanism to extract term dependence 

relationships based on semantic analysis of documents.  
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