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Abstract: A wireless sensor network (WSN) faces a wide 
range of issues, which includes coverage of the given set of 
targets under specified connectivity constraint. There is a need 
to monitor different targets in the sensor field for effective 
information communication to the base station from each 
wireless sensor node which monitors the target by maintaining 
required connectivity among them. The problem of ensuring 
every target covered by at least k sensors and each sensor 
directly communicate with m sensors is termed as k-coverage 
and m-connectivity problem in wireless sensor networks. As the 
wireless sensor nodes are battery driven and have limited 
energy, the primary challenge is to have an optimal placement 
of sensor nodes in the field of deployment to minimize energy 
consumption. The objective of this work is to deploy the optimal 
number of sensor nodes with k-coverage and m-connectivity 
constraints in an area of interest.  In the last few years, many 
meta-heuristic algorithms have been proposed to solve different 
problems like clustering and localization in WSN.  In this 
paper, we introduce a meta-heuristic based differential 
evolution algorithm to solve k-coverage and m-connectivity 
problem in WSN. The simulation result shows that the 
proposed meta-heuristic method out performs the genetic 
algorithm.

Keywords: Node placement problem, k-coverage, m-
connectivity, Differential evolution, Wireless sensor networks. 

I. Introduction
The recent development in communication technology has 
enabled the development of low cost, low power, tiny 
devices, which communicate through short distances. These 
devices consist of sensing, processing, and communicating 
components. The collaborative setting of these sensor nodes 
forms the WSN.  It has seen a wide variety of applications 
like fire detection in a forest or home appliances, flooding, 
earthquake, health applications, tsunami detection, military 
application and surveillance applications. Variety of use in 
urban areas which include traffic monitoring, air pollution 
monitoring, precipitation monitoring in sewage, asset 
monitoring, temperature monitoring, power grid monitoring, 
water pipeline monitoring, geo-sensing applications, etc [3].

Wireless sensor networks are facing challenges due to the 
limited battery source, limited communication range, prone 
to failure by external events, and security threats [29]. The 
coverage problem plays a vital role in extending the lifetime 
wireless sensor networks. The coverage problem is centered 
around, how well sensors cover physical space in a deployed 
area [4]. The performance indicators for WSN are network 
coverage, network connectivity, network cost and network 
lifetime.  In this context, coverage of targets and 
connectivity of sensors are two important performance 
indicators for WSN. The coverage problem can be classified 
into target coverage problem, where sensor required to 
monitor the set of specific locations in the region and area 
coverage problem, where each sensor required to monitor an 
area of interest. 

The target coverage problem divided into simple, k-
coverage and Q-coverage. In simple coverage, each target 
covered by at least one sensor, where as in k-coverage and 
Q-coverage each target is monitored by at least k sensors 
and each target tj is covered by qj sensors respectively, 
where 1 ≤ j ≤ n and n is a number of targets. It is also 
required to look into the connectivity aspects of WSN. 
Sensors are m connected if at least m sensors are in the 
transmission range of each other. Sensor node placement is 
one of the most sought challenges of WSN, where it finds 
optimal locations to place sensor nodes so that some design 
objective under given constraints must be satisfied [18]. 

Two types of sensor node placement are found in the 
literature called random deployment of sensors and 
deterministic deployment of sensors [18], [20].  A random 
deployment of the sensor might be the best choice whenever 
sensing field is hostile (e.g. disaster areas).  In this type of 
deployment, some part of the sensor field may have a high 
density of sensor nodes, and also some other parts of the 
field may have low density. In deterministic deployment, 
optimal locations to place sensors are known in advance 
such that one or many design objectives of the network must 
be fulfilled [18].

 Many heuristic (i.e., approximation) algorithms are 
proposed to solve target coverage problem like [5], [4]. 
Heuristic techniques are adopted to provide near optima 
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solutions, whenever exact solutions are does not achievable. 
Thus, most of the real-world problems find solution by 
adopting meta-heuristic techniques that does require 
objective function and the domain of the variable instead of 
detailed information about domain space[26]. The 
Differential Evolution(DE) is a meta-heuristic technique 
used in many optimization problems. This algorithm is 
useful whenever other bio-inspired algorithm fails [2]. It 
takes a name from a differentiation operation which is used 
in the process of evaluation. The DE algorithm uses similar 
characteristics of the Genetic Algorithm (GA) such as 
mutation, crossover, and selection. The variants of DE, The 
varity of applications, and its advancement discussed in 
detail [22], [23], [27], [28].  More detailed technical 
information and discussion also available in [26]. The DE 
based technique used in solving the clustering problem in 
WSNs [1]. The authors in [24] adopted DE to place sensor 
node on different geometric shapes which minimize energy 
and increase the coverage area of the network. The best of 
our knowledge no researcher attempts to solve “k-coverage 
and m-connectivity” problem of WSNs using DE. The GA 
has limitation over DE in solving different combinatorial 
optimization due to its premature convergence. Therefore, in 
this paper, we propose a DE-based approach to solve “k-
coverage and m-connectivity” problem of WSN and 
compared with the GA approach.

The remaining parts of this paper are organized as follows. 
Section II briefs related works on heuristic technique, meta- 
heuristic schemes for target coverage, “k-coverage and m- 
connectivity” problems of WSN. Section III summarizes 
about classical DE. Section IV presents assumptions and 
problem statement. The proposed DE based approach 
elaborated in Section V followed by results and discussion in 
Section VI.  Finally, the paper concluded in Section VII.

II.  Related Work
To solve the target coverage problem, authors in [5] 
discussed a heuristic which produces a disjoint sensor cover. 
The disjoint set covers the entire area, and only one of the 
disjoint is active at any given po i n t  o f  time. The 
algorithm achieves a significant improvement in energy 
saving by preserving coverage area. The authors in [4] 
adopted an approximation algorithm, where the lifetime of 
the network extended without considering a disjoint set; thus, 
a sensor node can present in more than one sensor cover, and 
also proved that the target coverage problem belongs to NP-
Complete class. 

There have been several works on target coverage problem 
using many meta-heuristic algorithms. A multiobjective 
evolutionary scheme developed in [15] for prolong network 
coverage and lifetime, and also established a trade-off 
between these two issues, but connectivity issues have not 
considered in this scheme. The authors in [16] proposed a 
genetic algorithm (GA) technique for wireless sensor node 
placement with required coverage. But connectivity 
constraint not considered in their work. In [17] authors have 
discussed three coverage issues such as simple, Q-coverge, 
and k-coverage. In this scheme, the authors solved the 
coverage problem by designing cover optimization in the first 
phase, and M-connected optimization in the second phase.  
The main drawback of this algorithm is its high complexity. 
In [14] authors proposed an energy efficient technique for 
coverage and connectivity problem. In the proposed scheme, 

they are finding maximum disjoint sets of nodes for 
achieving required coverage and connectivity in the 
network.  In [6] authors adopted the bio-inspired artificial 
bee colony scheme to solve the target coverage problem. In 
[7] a 2-connected target cover solution was proposed. In [8], 
the target coverage problem discussed with GA-based 
scheme, where authors selected the highest residual energy 
nodes in each generation to prolong the lifetime of the 
network. Harmony Search (HS)-based scheme for wireless 
sensor node placement proposed in [21]. The proposed 
scheme finds an optimal number of sensor nodes and also 
finds optimal locations to place sensor to maximize the 
coverage area of the field with minimum network cost. In 
[19] authors have proposed a solution for k-coverage of the 
network field by maintaining connectivity between the 
sensor nodes. In [25] a differential evolution based meta-
heuristic technique is proposed for the target coverage 
problem in the wireless sensor network, and the scheme 
assigns an optimal disjoint set of sensors to targets. In [11], 
authors find cover set with minimum number of sensors to 
prolong the total network lifetime using GA-based approach. 
In order to achieve that, authors defined target coverage 
problem as maximum network life-time problem (MLP) and 
designed using the linear programming. Besides, authors in 
[12] developed genetic algorithms to identify the optimal 
positions to deploy sensor nodes in a way that the set of 
sensors covers the entire field and also ensures connectivity 
among them. The drawback of this technique is that 
crossover operation may produce an invalid offspring. This 
problem handled in [9], authors solved both coverage and 
connectivity problem using improved GA approach, where 
for a given a set of points, it finds the minimum number of 
potential positions to place sensor nodes to achieve k-
coverage of targets and m-connectivity with other sensors. 
In [13] authors have proposed a Gravitational Search 
Algorithm (GSA)-scheme for wireless sensor node 
deployment in the network. This scheme provides l-
coverage and n-connectivity in the WSN. The main 
drawback of GSA- scheme is that each wireless sensor sends 
sensed data to the base station directly, which in turn drains 
energy faster, and hence it degrades the performance of the 
network. Authors in [10] proposed a Biogeography-Based 
Optimization (BBO) scheme for solving the target coverage 
problem, where optimal sensors locations are computed for 
achieving k-coverage and m-connectivity of the given WSN. 
In this proposed work, differential evolution scheme adopted 
to solve the k-coverage and m-connectivity problem of the 
WSN.

III. Classical Differential Evolution
DE is a widely used evolutionary algorithm in many of the 
real-world applications. It is also used in diverse streams of 
engineering to solve a wide set of optimization problems. 
The algorithm is divided into four stages which include, 
initialization of population vector or chromosome, mutation, 
crossover, and selection. The algorithm. begins with a 
random population of specified size. Each vector is a 
solution to the optimization problem. The quality of 
individual vector determined using fitness value of that 
vector. Once the vectors are ready, the DE passes through, 
mutation, crossover, and selection process to obtain feasible 
solution vectors. Finally, depending on the fitness value best 
vector is selected as the best solution [2]. The various stages 
of classical DE is shown in Fig. 1
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Figure 1. Flowchart of classical differential evolution

IV. Assumption and Problem Formulation
A. Assumption

In the proposed work, the WSN has modeled how targets are 
identified and are spread across an area of interest.  A few 
candidate positions are predetermined to place sensors to 
sense the targets. We assume targets, candidate positions, 
and sensors are stationary. A wireless sensor node said to be 
covering a target if it is in its sensing range.  Every sensor 
may cover one or more target.  Data acquisition rounds are 
similar to technique proposed in [10]. Each sensor node 
forwards sensed data to the BS either directly or via other 
sensor nodes that are in its transmission range as shown in 
Fig. 2.

B. Problem formulation for node deployment
Let C denote the set of N candidate positions,  
C = {p1, p2 . . ., pN } are predetermined locations on a field of 
interest and the set of m targets T = {t1 , t2 , . . . , tM } are to be 
monitored. Then the objective is to select an optimal number 
of candidate locations to deploy wireless sensors such that it 
fulfills “k-coverage and m-connectivity” for a predetermined 
value of k and m.  
Let Crange and Srange represents communication and sensing 
range of the wireless sensor nodes respectively.
Let S(ti), T(si ), and C(si) represents set of sensor nodes 
monitors target ti , set of target points monitored by sensor 
node si , and set of sensor nodes having direct 
communication range of sensor node si respectively. 
Formally defined as follows,

 (1)        | , , 1     i j i j rangeS t S distance t s S j j P    

(2)      | , , 1    i j j i rangeT s t distance t s S j j M    

    

 (3)      | , , 1    i j i j rangeC s s distance s s C j j P    

                                                                                                                                                                                                                                           
To represent “k-coverage and m-connected” node 
deployment problem, and to define the coverage of targets, 
connectivity between senor nodes, and selection of final 
candidate position, we use variables tij, sij, and uij   
respectively. And formally defined as follows,
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Figure 2. 2-covered and 1-connected wireless 
                sensor network

Final LP-problem formulation from the Equation 4, 5 , 
and

6 is expressed as follows
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Figure 3.  a.   A WSN with 5 targets and 8 candidates 
                      positions    b.   Vector representation

V. Proposed Differential Evolution-Based 
     Algorithm

In this paper, we discuss k-coverage and m-connected wire- 
less sensor node deployment in a wireless sensor network. 
Definition 1:  k-coverage and m-connectivity Problem
Let C denote the set of N candidate positions, 
C = {p1, p2, . . ., pN } to deploy sensor nodes to cover M 
targets T = {t1, t2, . . ., tM}, find optimal sensor node 
placement positions so that,

1. Each target is monitored by at least k wireless sensor 
    nodes, where 1 ≤ k ≤ M.
2. Each wireless sensor node in C is in the range of at least 

m
   other nodes in C, where 1 ≤ m ≤ N.
3. Minimize , Where P is the obtained candidateP

N
    locations to deploy sensor nodes, and N is the total
    number of candidate locations.

A. Vector encoding
In the proposed technique, each vector represented by an 
array of Boolean values. The length of each vector equals to 
the number of candidate positions on a target area. For a 
vector, the ith entry value 1 to indicates a wireless sensor 
node is deployed on the ith candidate location and the entry 
value 0 represents no wireless sensor node deployed at the ith  

candidate location.
Illustration 1
Let a target based WSN with 5 targets T = {t1 , t2 , . . . , t5 }
and 8 candidate positions C = {p1 , p2 , . . . , p8 } as shown in
Fig 3a. The length of the vector is 8 as according to the 
number of candidate positions. Fig.3b represents a vector, 
where vector positions p1, p2, p4, p6 and p8 have value 1, 
which indicates sensor nodes are deployed on candidate 

positions and vector positions p3, p5, and p7 have value 0, 
which implies no sensor nodes placed on candidate position.

B. Initialization of the population vector
The scheme represents vector as follows. Each vector 
represents a selection of candidate positions to place sensors. 
The Gth generation of ith vector having N components is 
indicated as Xi, G = [x1, i, G, x2, i, G, x3, i, G, . . ., xN, i, G]

C. Derivation of fitness function
Our design objective is to obtain an optimal number of 
candidate locations from the set of candidate locations so 
that each target is k-covered and each wireless sensor node
m-connected with other wireless sensor nodes for some 
predetermined values of k and m.  We adopt the following 
parameters to design fitness function as described below

1. k-coverage of the targets ( )
1f

To achieve k-coverage of a target, at least k wireless sensor
node must monitor the target. So, we obtain the first objective 
of fitness function as follows,

 (10) 1 1

1  M
ii

Maximize f CovCost t
M k 


 

Where M is number of target points and  is  iCovCost t
defined as follows, 
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k S t otherwise
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2. m-connectivity of the sensor nodes ( )
2f

To fulfill m-connectivity of the wireless sensor nodes, each 
deployed wireless sensor node required to maintain at least 
m-connectivity among other sensors. So, we define the 
second objective of the fitness function as follows,

         (12) 2  1

1 P
ii

Maximize f ConCost s
P m 


 

Where P is number of selected candidates positions out of N 
candidate positions to deploy nodes and  is  iConCost s
defined as follows

           (13) 
 

 
,                      

 
,              

i
i

i

m if C s m
ConCost s

k C s otherwise

 


3. Selection of optimal candidate positions ( )
3f

The main objective of our scheme to determine optimal 
candidate locations (P) so that each target point must satisfy 
k-coverage and each sensor monitor the target must fulfill 
m-connectivity with other sensors for a predetermined value 
of k and m. And hence we define the third objective of the 
fitness function as follows,

                                 (14)3  1.0 PMaximize f
N

   
 

On the basis of individual objectives f1, f2, and f3 we devise 
the final fitness function F as follows
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(15)1 1 2 2 3 3  Maximize Fitness F w f w f w f     
Where wi  is weight with 0 < wi ≤ 1, 1 ≤ i ≤ 3 and 
w1 + w2 + w3 = 1. The objective is to find the better vector 
having highest fitness value.

D.Mutation
We adopted DE/best/1/bin scheme [2] for mutation and 
crossover operation. For each vector of the population (called 
target vector), a mutation chromosome obtained through a 
DE mutation process. In this scheme, out of three 
chromosomes, the best chromosome and two random distinct 
chromosomes are selected which are different from current 
target vector. Let Xi, G, Xbest, G and Vi, G are target, best, and 
donor vectors respectively. Then the mutation chromosome 
is obtained as follows

                                     (16), ,  ,µ i G best G i GV X D  

where µ a scaling factor which lies in the interval [0.4, 1] 
[2]. We set µ as 1.0 and   Di, G= Xr, G - Xs, G   with r, s ∈ [1, 
P], such that r ≠ s ≠best.  This classical mutation operation 
does not work for our scenario.  This is because the 
subtraction of two components of the vectors gives a 
difference vector with negative values. Due to the fact that 
our vectors consist of 0 and 1, we adopted the scheme 
proposed in [1].

(17)   , , , , , , , ,
, ,

, , , ,

1   ,     0
  ,                        

j r G j s G j r G j s G
j i G

j r G j s G

X X if X X
D

X X otherwise
   

  

Again, the same problem may occur at the time of 
addition operation. Therefore, donor vectors are generated as 
mentioned in [1].

  (18)   , , , ,  , , , ,
, ,

, , , ,

   1,    1
   ,                         

j best G j r G j best G j r G
j i G

j best G j r G

X µ D if X X
V

X µ D otherwise
    

   
                                                                           

E. Crossover
A trial vector Ui, G   is derived from the target vector Xi, G and 
the donor vector Vi, G  as shown below

                     (19), ,  
, ,

, ,

,   ()
,          

j i G r
j i G

j i G

V if rand C
U

X otherwise


 


where Cr  is the crossover probability set to 0.2. To 
generate a jth component of a trial vector, a random number 
obtained between 0 and 1.  If the random number less than 
or equal to Cr, then we select jth component of donor vector 
as jth component of the trial vector; otherwise, it is selected 
from the target vector. The entire process of crossover is 
depicted in Fig. 4.

Figure 4. Crossover operation

F. Selection

The selection process determines the chromosome survives 
for the next generation, either target chromosome or trial 
chromosome.  Both of these chromosomes are evaluated to 
find fitness values. The target vector Xi, G  is compared with 
the trial vector Ui,G  and one with the lowest fitness value is 
selected for the next generation as shown below

  (20) , , ,
, 1

,

,       
,                              

i G i G i G
i G

i G

U if fitnessU fitness X
X

X otherwise


 


             

Figure 5. The first scenario, where candidate 

position are on a grid

 

                

Figure 6. The second scenario, where candidate 
position are random

Illustration 2

Consider a wireless sensor network with 5 candidate 
positions to place sensors C = {p1, p2, . . ., p5} and 4 
targets T = {t1, t2, . . ., t4} as shown in Fig. 7.   An 
optimal node placement shown in Fig. 7a, which obtains a 
vector(chromosome) as shown in Table 2a and Table 2b. 
The integer 1 in the cell indicates selection, the integer 0 
indicates non selection, and the symbol ‘-’ indicates 
operation not applicable for the cell. The variable 

 and represents coverage cost  iCovCost t  iConCost s
of targets and connectivity cost of sensors respectively.  
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The fitness value of vector computed using the Eq. 15 is 
given by,

F1=w1×f1+w2×f2+w3×f3, where w1=0.3, w2=0.3, w3=0.4

and f3=1.0-P/N=1.0-3/5 =0.4.

F1=0.3×1+0.3×1.3+0.4×0.4=0.85,here f1 and f2 are taken 
from Table 2a and Table 2b respectively. The Table 3a and 
Table 3b represents a vector with an extra sensors node 
placement as shown in Fig. 7b.  The fitness value of vector 
computed using the Eq.  15 is given by,

F2=w1×f1+w2×f2+w3×f3, where w1=0.3, w2=0.3, w3=0.4

and f3=1.0-P/N =1.0-5/5 =0.0.

F2=0.3×1+0.3×1.6+0.4×0.0=0.78, here f1 and f2 are taken 
from Table 3a and Table 3b respectively.

Since our objective is to maximize fitness function, the 
vector whose fitness value F1 =0.85 is better than the vector 
whose fitness value F2=0.78.

Figure 7. 2-coverage and 1-connected network

 scenarios a. optimal number of placed wireless 

sensor nodes and b. unnecessary and extra placed

Parameters                       Values 

Size of the network                              300 × 
300 

Location of the sink                           
300,300

Number of target points                     100
Number of potential positions           100-

400
Sensing range                                    15
Communication range                       30
Maximum Iteration                           100
Population Size                                 100
Crossover Probability                        0.2
Mutation factor(µ)                              1.0
Table 1. Simulation parameters.

Table 2a. CovCost determination in optimal 
sensor node placement.

                      

Table 2b.  ConCost determination in optimal 
                  sensor node placement.
                      

Table 3a. CovCost determination in unnecessary
                extra sensor nodes placement.            

Sensors

p1 p2 p3 p4 P5

Targets

1 1 1 0 0

CovCost(ti)

t1 1 1 0 - - 2

t2 1 1 0 - - 2

t3 0 1 1 - - 2

t4 0 1 1 - - 2

 1 1

1  1M
ii

f CovCost t
M k 

 
 

Sensors

p1 p2 p3 p4 P5

Targets

1 1 1 0 0

ConCost(si)

p1 - 1 0 - -     1

p2 1 - 1 - - 2

p3 0 1 - - - 1

p4 - - - - -     -

p5 - - - - - -

 2  1

1 1.3P
ii

f ConCost s
P m 

 
 

Sensors

p1 p2 p3 p4 P5

Targets

1 1 1 1 1

CovCost(ti)

t1 1 1 0 0 0 2

t2 1 1 0 0 0 2

t3 0 1 1 0 0 2

t4 0 1 1 0 0 2

 1 1

1  1M
ii

f CovCost t
M k 

 
 
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Table 3b. ConCost determination in unnecessary 
extra sensor nodes placement.

VI. Experimental results
In this section, we discuss the simulation results of the 
proposed scheme.   For simulation, we have used MATLAB 
R2017b and C programming language.  In our experiment, 
we have considered two scenarios with random and grid 
deployment of sensors as shown in Fig. 5 and Fig. 6. We 
used the parameters mentioned in Table 1 to carry out 
simulations. A 

set of random and grid based wireless sensor networks 
generated within a field size of 300 × 300.   The number 
of 
candidate positions varied from 100 to 400 in steps of 50; 
The 100 targets randomly placed on both the scenarios. The 
network is assumed be homogeneous, initial energy of each 
sensor 1J, and sensing range and communication range of 
each sensor 15 and 30 respectively. For our proposed 
approach, we considered a population of 100 vectors and 
100 generations.  We assumed a crossover rate (Cr) and 
scaling factor(µ) as 0.2 and 1.0 respectively. 

The Fig. 8 shows performance comparison of different 
coverage and connectivity requirement for grid scenario. 
The Fig. 9 show comparison results of different coverage 
and connectivity requirement for random scenario. Both the 
scenarios show optimal selected candidate positions by 
satisfying k-coverage and m- connectivity demands of the 
wireless sensor networks. The Fig. 10 and Fig. 11 shows a 
comparison between DE-based approach and GA-based 
approach both in grid network and random network 
respectively, where we considered 100 and 300 as targets 
points and wireless sensor nodes respectively.  

It can be noted that the proposed technique selects 
minimum number of candidate positions for deploying 
sensor nodes compare to GA-based scheme. It is also viewed 
that, selected candidate positions are more for random 
scenario compare to grid scenario, due to the reason that 
candidate positions are decided uniformly on a grid. The 
under performance of GA-approach over DE-approach due 
to premature convergence of GA-approach.

Figure 8. Performance comparison of

 DE-based scheme in terms of number

 of selected candidatelocations for 

 grid scenario

Sensors

p1 p2 p3 p4 P5

Targets

1 1 1 1 1

ConCost(si)

p1 - 1 0 0 0 1

p2 1 - 1 1 1 4

p3 0 1 - 0 0 1

p4 0 1 0 - 0 1

p5 0 1 0 0 - 1

 2  1

1 1.6P
ii

f ConCost s
P m 

 
 

Algorithm V.1 The DE based k-coverage and
                              m-connected algorithm for WSN

Input: Set of M targets, set of N candidate positions,
            values of k and m

   Output: Set of optimal candidate positions with 
              k-coverage and m-connectivity
// Generate initial population of size P
1. for i = 1 to P
2. Initialize each ith individual
              // Using random function.
// Differential algorithm starts
1. for itr = 1 to Max iteration
 // Generation
2. for each member vector of population Xi, G
3. Compute the fitness using Eq.15
4. Select best member vector X best, G 

using best fitness 
    value.
5. Select two random number X r, G and X s, G such that
    r, s ∈ [1, P] r≠s≠best and set μ=1.0.
6. Perform mutation operation using Eq.18
7. Set crossover probability (Cr=0.2).
8. Perform crossover operation using Eq.19
9. Perform selection operation using Eq. 20
10. Obtain Bestfitness and   Xbest,G
// Obtain optimal positions from Xbest, G
11. Obtain selected candidate positions with 
        k-coverage and m-connectivity.
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Figure 9. Performance comparison of 
DE-based scheme in terms of number 
of selected candidate locations for 
random scenario

Figure 10. Performance comparison between  

DE-based scheme and GA-based scheme 

in terms of number of selected candidate 

locations for grid scenario

Figure 11. Performance comparison between 
DE-based scheme and GA-based scheme
in terms of number of selected candidate
locations for random scenario

VII. Conclusion
Most of the real world applications demand a high degree of 
connectivity and coverage of wireless sensor networks. In 
this paper, we have proposed a Differential Evolution based 
meta-heuristic technique for solving k-coverage and m-
connectivity problem in WSN. The technique finds an 
optimal number of selected candidate positions for 
deployment of sensor nodes with specified k-coverage and 
m- connectivity demands of the wireless sensor network.  
We have adopted an efficient method to represent vectors of 
the population as well as for fitness calculation, then applied 
mutation, crossover, and selection operators to choose the 
best vector of the population. The steps of computing fitness 
values are illustrated. The simulations are performed by 
varying candidate sensor node positions and targets points 
along with coverage and connectivity specification. In 
addition, we have compared our proposed technique with a 
genetic algorithm based approach. The result confirms that 
the proposed approach is superior to the GA based approach.
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