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Abstract: Designing an outlier detection process for unknown 

resources is a challenging task. It may contain resourceful or 

resource-constrained devices. In this work, a multi-regional and 

multi-layered outlier detection process is proposed. Proposed 

approach implements MAC, routing and application layer 

outlier detection processes in three different regions. These 

regions are designed with priority of resources and importance 

of stakeholder taken into considerations. Similar outlier 

processed with different datasets is used for outlier detection in 

this multi-region invigilator architecture. Proposed architecture 

is verified through internal, external and performance based 

indices. Simulation results shows the cluster stability in process 

of data formalization and outlier detection. Internal and external 

indices shows that the maximum stability is possible with 5 to 500 

nodes and 26 clusters for small scale network, 500 to 3000 nodes 

with 41 clusters for medium scale network and 3000 to 6000 

nodes network with 54 clusters for large scale network.   

 
Keywords: Outlier, inlier, trust, indices, performance, machine 

learning.  

 

I. Introduction 

The term Internet of Things (IoT) is used to describe a network 

which connects various communication entities. These 

communication entities may be simple sensing devices like 

thermostats used for various domestic applications, printers, 

healthcare devices, smart phones, various 

electrical/electronic/mechanical devices, various control 

systems deployed at manufacturing units etc. During a short 

span of two decades ample work has been done in the field of 

IoT which is expending in various domains like transport & 

logistics, farming, wearables, smart city, banking, insurance, 

general security etc. IoT as standalone gives a limited 

applications however when clubbed with wireless sensor 

networks (WSNs) and mobile adhoc networks (MANETs), it 

gives enormous applications for societal development. WSN 

is a network that consists of many (few dozens to thousands) 

low cost tiny sensor devices which sense and collect detailed 

information about the physical environment over a large area. 

Each node in a WSN has a tiny micro-controller, radio 

receiver, power source and uni-or multi-type sensors like 

humidity, pressure, temperature, sound, vibration, heat etc. A 

fine-grained real time information about the physical 

environment is provided by a WSN which due to its cost is 

used in various general application discussed earlier and to 

few specific applications also like identifying 

nuclear/biological/chemical attacks, instance exploring of the 

battle field, learning wild life & ocean  life, monitoring 

highway traffic, agriculture, space exploration etc. MANET is 

a group of low cost, low powered, economical, tiny computing 

mobile and wireless devices which forms a decentralized and 

infrastructure less network. Radio Frequency IDentification 

(RFID) devises are used widely now-a-days and preferred over 

bar codes, magnetic tapes and smart cards due to their low cost 

and high speed for identification, location tracking and record 

management purpose. RFID consists of tags, readers and 

backend storage devises. Physical state of an object like 

temperature, pressure, vibration, sound etc. can not be 

determined by RFID devises but by a WSN. These two 

technologies, RFID and WSN, complement to each other and 

plays a vital role in IoT. 

A mobile RFID-WSN consists of smart mobile nodes with 

RFID tags & readers. Integration of RFID with WSN gives a 

better scalability, capability along with cost effectiveness. 

MANET-IoT based system relies on MANET routing 

protocols for networking purpose with WSN routing 

principles which has various capabilities like data sensing, 

handling & processing. Major challenging issues in such type 

of MANET-IoT systems are availability, routing and 

reliability. Routing protocols play a vital role in these resource 

constraint devices. For these systems, reliability is ensured by 

periodically identification of under-performing and 

out-performing nodes.  

Data measured and collected by WSNs is often unreliable, 

inaccurate, susceptible to environmental effects and 

vulnerable to malicious attacks like DoS attack, black-hole 

attack and eavesdropping. Unreliability in the data measured 

and collected by WSNs comes from various sources like 

quality of data set is usually affected by noise & error, 
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duplicated data, missing values in the data and inconsistency 

in the data. In WSNs, sensor nodes deployed are of low cost 

with low quality due to cost consideration in these type of 

networks. This is a major source of inaccuracy to the data 

measured and collected by WSNs. Probability of erroneous 

data grows rapidly in case battery power gets exhausted. In 

case of large scale and high density WSNs, number of sensor 

nodes goes upto few thousands which need to be deployed in 

harsh and unaffected environments. This is a major cause of 

susceptible data measured and collected by WSNs. All these 

factors lead to especially unreliability of sensor data. Many 

major events, like chemical spill, earth-quack and forest fire 

etc., can not be accurately detected using unreliable, 

inaccurate, susceptible data. Hence it becomes necessary to 

ensure the reliability and accuracy of the data measured and 

collected by WSNs before some decision making process. 

Outlier detection technique is one of the ways for ensuring 

reliability of data.  

An outlier, also known as anomaly, originally stems from 

the field of statistics, is an observation (or subsets of 

observations) which appears to be inconsistent with the 

remainder of that set [1]. Noise, errors, malicious attacks and 

actual events are among the major sources of an outlier. 

Outlier detection is a fundamental task of predictive modelling, 

data mining, cluster analysis and association analysis. 

Statistics, machine learning, information theory, spectral 

decomposition, data mining are various discipline where 

outlier detection has been widely researched. Network 

intrusion, whether prediction, performance analysis, fraud 

detection are few application domain of outlier detection. 

Outlier detection mechanisms are also very useful for 

identifying the values which do not follow the normal pattern. 

Sensor data in the network and these abnormalities serve 

various purposes from deep analysis point of view. With 

respect to the availability of nodes, an outlier detection 

mechanism identifies those nodes which are relevant for 

secure communication. Majority of outlier detection 

mechanism adopts statistical approaches for identifying 

outlying nodes. Statistical properties are used for training and 

testing in statistical outlier detection mechanism which can be 

either parametric or non-parametric. Some underlying 

distribution such as normal or Gaussian using means and 

covariance is assumed in formal approaches while the later 

approaches are silent to the statistical properties of the data. 

Univariate and multi-variate analysis also plays a vital role in 

identifying outliers. Many researchers focused on single 

layered outlier detection solutions which are less efficient 

compared to multi-layered outlier detection solutions.  

In this work, an efficient simulated annealing based 

multi-region and multi-tiered constrained optimization 

approach is proposed for outlier detection in RFID-Sensor 

Integrated MANET. The proposed approach is suitable for 

unknown devices as it has detection mechanisms with 

increasing computational complexity. In this work, outlier 

detection approach presented in [2] is extended with outlier 

detection, trust management and indices for multi-regional 

invigilation. Trust management approach applies trust 

computation, distribution and aggregation operation in initial 

phases of outlier detection. Indices based outlier detection 

uses internal, external and performance based indices for 

advanced phase of outlier detection process. In simulation, 

indices values are computed for 5 to 6000 nodes networks. 

Results indicates the ideal number of clusters required for 

considering the network without outliers. Performance based 

indices ensures QoS. Thus, proposed outlier detection 

approach is efficient for resourceful and resource constrained 

devices.      

Rest of the paper is organized as follows. Section 2 gives in 

brief a summary of the works done by earlier researchers for 

different optimizations techniques of outlier detection in 

WSNs and particularly to RFID-sensor integrated MANET. 

Section 3 presents proposed multi-regional and multi-layered 

outlier detection approach. Section 4 evaluates the indices in 

order to measure the stability of structures and ensures the QoS 

for 5 to 6000 nodes networks. Finally, conclusion is drawn in 

section 5.   

II. Literature Survey 

During the last two decades various outlier detection 

mechanism have been proposed for MANETs. Outlier 

detection techniques for WSNs can be broadly divided into six 

categories, statistical based [3]-[11], nearest-neighbor based 

[12]-[17], clustering based [18]-[19], classification based 

[20]-[23], spectral decomposition based [24], density based 

[25]-[27] approaches etc. The earliest approaches that were 

used for outlier detection were based on statistical approaches 

in which a probability distribution is estimated for capturing 

the data distribution and to evaluate the data instances for 

estimating the fitness to the model [11][28]. Authors in [4]-[6] 

have presented Gaussian-parametric statistical based 

approaches and in [7] non-Gaussian based, [8]-[10] 

non-parametric statistical based approaches. In [4], two level 

technique has been proposed for identifying outlying sensors. 

For distinguishing outlying sensors and event boundary spatial 

correlation is taken of the existing reading among neighboring 

sensor nodes. Each node computes the difference in its own 

reading and the median reading of its neighboring reading. A 

node is treated as outlying node if this difference exceeds the 

pre-selected threshold. In [6], a spatio-temporal correlation of 

sensor data is used for identifying an outlier. In [7], a 

non-Gaussian parametric local technique is proposed which 

uses simple operations like average, max etc. and 

spatio-temporal correlation of sensor data is used. 

Authors in [8]-[10] proposed a non-parametric statistical 

based approach of outlier detection based on histogram [8] and 

kernel function [9]-[10]. Shang et al. [8] has proposed a 

histogram-based approach which identifies global outlier in 

data correlation applications of sensor networks. It is shown 

that communication cost is considerably reduced by collecting 

histogram information instead of collecting raw data for 

centralized processing. Proposed technique however 

considers one-dimensional data and can not be applied to 

multi-dimensional data. Authors in [9] have proposed a kernel 

based approach which identifies outliers online in streaming 

sensor data. Advantage of proposed approach is that it requires 

no priori known data distribution however it suffers from the 

insufficiency of a single threshold for multidimensional data 
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and maintain the data model built by kernel density estimator. 

These two problems have in addressed by the authors in [3] 

and [9] by extending the work proposed in [9] and proposed 

two global outlier detection techniques for complex 

applications [3] and to locally detect global outliers by having 

a copy of global estimator model obtained from the sink. 

Nearest neighbor based [12]-[16] outlier detection 

techniques for WSNs analyze a data instance with respect to its 

nearest neighbor in the data mining and machine learning 

community. For WSN data collection applications, two 

in-network outlier cleaning techniques have been proposed in 

[16] in which one technique uses wavelet analysis and other 

one uses dynamic time warping distance based similarity 

comparison. Authors in [14] have proposed a nearest neighbor 

based approach for identifying global outliers in the WSNs 

where proposed approach reduces the communication cost by 

a set of representative data exchanges among neighboring 

nodes. Distance similarity is used by each node for locally 

identifying outliers. Later identified outliers are broadcasted to 

the neighboring nodes for the verification purpose. Proposed 

approach does not adopt any network structure and hence is 

not well suited for large scale networks. This limitation was 

covered in [15] which adopts the structure of aggregation tree.  

It is also claimed in [15] that the communication cost 

compared to [14] is also considerably low as it prevents 

broadcasting of each node in the network. Each node in the 

tree does not send the full data but only useful parts of it and 

this procedure is repeated till the agreement on the global 

results calculated by the sink. Drawback of proposed scheme 

in [15] is that it considers only one-dimensional data. Authors 

in [18] have proposed a clustering based outlier detection 

technique for WSNs where communication overhead is 

minimized by clustering the sensor measurements and merging 

clusters before communicating with each other nodes. Major 

benefits of the proposed approach is that it does not require a 

priori knowledge of the data distribution and hence can be 

used in an incremental model which is a major drawback of the 

earlier approaches. Similar to [18], same authors also 

proposed a classification based approach in [20]. For reducing 

communication overhead and locally identifying outliers at 

each node, the proposed approach uses one-class 

quarter-sphere state vector mechanism where sensor data lying 

outside the quarter sphere is considered as an outlier. Authors 

in [21] have also proposed a classification based approach of 

outlier detection in WSNs. In this approach dynamic Bayesian 

network is used for identifying local outliers in environmental 

sensor data streams. Dynamic Bayesian networks are used so 

as to cover the fast track changes in the dynamic network 

topology of sensor networks. Several data streams can be 

operated simultaneously.  

In a WSN, a node may behave like an outlier which is due to 

various reasons like environment [29], hardware/software 

[30]-[32], uncertainty of data [33]-[34], deviation from regular 

pattern of the system [34]-[35] etc. Further these anomalies 

may occur at various levels like node, data or network level 

[36]-[39]. A Margrave tool is proposed by the authors in [40] 

for checking the user specified properties of the policy where 

the tool helps to check duty constraints, permission, roles, 

presence, absence and behavioral response from policy 

members [41]-[43].  

 

RFID-sensor integrated MANET are resource constraint 

devices due to cost considerations which forces these devices 

to go for light weight key management algorithms. Authors in 

[44] have compared three light weight key management 

protocols. Teo &Tan [45], WLH [46], and Tseng [47] and 

observed that light weight key management protocols 

proposed for RFID-sensor integrated MANET by Teo &Tan 

[45] outperforms the rest two protocols proposed in [46]-[47] 

in terms of delay, throughput and security. Work in [48] is an 

extension of the work done by the same researchers in [44]. 

Work done by the researchers in [44] suffers from the 

cryptographic property, availability. Availability was not 

ensured in [44] which was ensured in [49] for RFID-sensor 

integrated MANET through outlier detection mechanism. 

Unpresedental data is detected where precedental data is 

identified from resource constraint mobile sensor devices. 

Through anomaly scores inliers and outliers are identified for 

protection against DoS attack. Using threshold based outlier 

detection mechanism, upper and lower threshold limits are 

computed for outlier identification. From throughput 

perspective, a minimum improvement of 6.2 % and a 

maximum of 219.9% while from packet delivery ratio 

perspective a minimum improvement of 8.9% and a maximum 

of 19.5% is observed compared to the work presented by 

researchers in [44]. In [50], an outlier detection scheme is 

proposed for RFID-sensor integrated MANET which is 

multi-filtered. Performance of individual and group nodes is 

calculated. Different number of clusters are used for 

calculation purpose ranging from small-scale network (0-500 

nodes), medium-scale network (500-3000 nodes) and 

large-scale network (3000-5000 nodes). Average cluster 

stability of 61% is observed by the authors.  

Various multi-layered outlier detection models for resource 

constraint hierarchical MANET is proposed by researchers in 

[51]-[59]. Lighter statistical techniques are applied to various 

layers due to constraint of available resources. In [51], authors 

have proposed a multi-layered outlier detection algorithm 

using hierarchical similarity metric with hierarchical 

categorized data. Two QoS parameters, APDR &AT, have 

been taken for performance analysis and it is observed that 

with the proposed approach APDR improvement is 9.1% to 

22.1% while AT improvement of 0.61% to 104.1% for a 

network having nodes from 100-3000, i.e. small and medium 

scale networks.  In [52], an anomaly detection approach is 

proposed using cross layer for resource constraint devices 

where two layers, namely MAC and routing, are used for 

outlier detection. Packet drop count is used at MAC layer 

while missed IP DSN is used at routing layer. It is shown that 

the proposed multi-layered approach can detect and isolate 

black hole attacks from the network. Similar to [52], in [53] a 

similar anomaly detection approach is proposed using cross 

layer for resource constraint devices where two layers, namely 

MAC and routing, are used for outlier detection. At the first 

level a decision tree classification is used for generating 

instances and at the next level accumulated measure of 

fluctuation of the received classified instances are used. 

Similar to the works proposed by the researchers in [52]-[53], 
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works in [54]-[59] also uses a two level outlier detection 

schemes using MAC and routing layers. 

III. Proposed Approach 

This section explains the proposed multi-region and 

multi-layered architecture in detail as shown in fig. 1. In this 

architecture, outlier detection process is divided into three 

regions: primary, secondary and tertiary. Each region executes 

same set of experimentations with different data and 

algorithmic approaches. Data classification and selection of 

algorithms is based on prior experimentation, evaluation and 

analysis. In detail, proposed Architecture has following 

components: 

Fig. 2 shows all possible experimentations in using the 

proposed architecture with scope of availability of data. Three 

invigilator regions are divided among three ranks rank 1, rank 

2 and rank 3. A priority level is associates with each region 

using ranks. Three priority levels are: low, medium and high. 

All processes defined with high priority region are mandatory 

to execute, At least one process should be executed in medium 

priority region and execution of processes is lowest priority 

region are not mandatory. Experiment 1 shows that all data 

should be availability to top management in an organization 

which are given a high priority status and filtration is required 

thereafter. This scenario is preferred if data contains important 

information. For example, personal identities, passwords, 

financial reports etc. Experimentation 2 made all data to lower 

management people and filtered data is available to top 

management. This scenario is practiced in regular 

experimentations. Top management has to put minimum 

efforts in deciding that whether organization resources should 

be used in tackling specific attacks or not. Experimentation 3 

shows a scenario where lower management is given highest 

priority and they have to tackle all attacks which are possible 

through available resources. Thereafter, top management will 

decide whether new resources need to be brought in for 

unknown attacks or not. Experimentation 4 shows a scenario 

where lower management is given higher priority with 

minimum data. Important data elements are either filtered or 

encrypted before sending it to rank 3 processes. In this case, 

data patterns from unknown data are made available for attack 

scanning. However, this work uses experiment 1 for analysis. 

Comparative analysis of all possible scenarios will be drawn in 

future.         

• Primary Automated Invigilator Region: This region is 

constructed to group resources, experimentation conducted 

and their evaluations, and organization strategies that can be 

managed by lifetime, owner and organization specific criteria.  

• Secondary Automated Invigilator Region: This region is 

constructed to group resources, experimentation conducted 

and their evaluation and department specific strategies that can 

be managed by middle management of an organization using 

either general or specific criteria.   

• Tertiary Automated Invigilator Region: This region is 

constructed to group data, resources and regular experiments 

that can be managed by non-technical or clerical staff using 

general trained procedures. 

• Monitoring System: Fig. 3 shows proposed initial 

monitoring system. In this system, various sensors are 

deployed for collecting raw information. Functionalities of 

various sensors deployed in collecting raw data are explained 

as follows: 

o Alarm information sensor: This collects information about 

unknown single or group of sources which are 

continuously sending or receiving data as shown in fig. 4.  

o A controller unit in this sensor collect information from 

single or group of hosts. This information is stored in data 

flow table which is used to analyze the context of data 

communication. Data controlling unit sends the received 

Experimentation 1 

Rank 1: Highest Priority  (All Data) 

Rank 2: Medium Priority  (Lesser Data) 

Rank 3: Lowest Priority (Least Data) 

Experimentation 2 

Rank 1: Highest Priority (Least Data) 

Rank 2: Medium Priority (Lesser Data) 

Rank 3: Lowest Priority (All Data) 

Experimentation 3 

Rank 3: Highest Priority (All Data) 

Rank 2: Medium Priority (Lesser Data) 

Rank 1: Lowest Priority (Least Data) 

Experimentation 4 

Rank 3: Highest Priority (Least Data) 

Rank 2: Medium Priority (Lesser Data) 

Rank 1: Lowest Priority (All Data) 

Figure 2: Proposed Experimentation over Multi-Layered Outlier Detection Architecture 

 

Figure 1: Proposed Ranking Based Multi-Layered Outlier Detection Architecture 
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data for information extraction using packet parser. 

Extracted information is scanned through signature and 

verification processes. If signatures are not verified then a 

alarm is generated for monitoring system. During packet 

parsing process, if additional information is required for 

estimating and testing the flow of data using rule based 

system then a request is passed to controller unit for 

collecting the required data. If a flow is found using new 

data then necessary information is stored in data flow table.  

o Regular Inventory Information Sensor: This sensor 

collects basic information about network and 

communications over such networks. Information includes 

unattended local and remote system’s records, server 

connected and clientless system’s records, operating 

system and installed software in the network, software 

packages and installation tracking records, used and 

unused hardware resources in the network, network assets 

specifications, software compliance records etc.    

o Port Information Sensor: This sensor collects the 

information about those hosts which sends client requests 

to single or range of servers. These requests find active 

ports and exploits the vulnerability in those services which 

are running on ports. Major goal of this sensor is to scan 

the requests and keep track of those requests which are 

receptive or useful to specific needs of request senders.   

o System Log Information Sensor: This sensor generates 

alerts to those system logs which are suspicious. For 

example, information related to login and session activity 

includes login frequency at single or multiple points in 

fixed premises, session time spent by each activity and 

change in output of any software or website. Similarly, 

resource utilisation includes password failure attempts in 

login activity, commands, and procedures executed in 

resource utilisation and their operating frequency. Further, 

frequency of system and user file read, write, edit, create 

and delete operations are scanned using this sensor.   

o Location Information Sensor: This sensor is used to collect 

locations of packets transmitted over a network. Location 

includes source, intermediate and destination addresses, 

ports used by packets over every node used for its 

transmission, addresses of hosts and intermediate devices 

where packets are stored etc.   

o Abusive information Sensor: This information sensor 

collects data like spamming emails, individual harassments, 

pornography contents or violence through words. Sensor is 

enabled with content and context based scanning 

methodology. Contents based methodology searches 

words, lines and paragraphs used to discredit or 

discriminate someone. Context based methodology applies 

rule based mechanism to correlate data with events. All 

unsolicited events are reported using this sensor. 

o Malware Information Sensor: This information sensor 

collects data about those software which are intentionally 

applied or installed in the network with an intention of 

 
 

Figure 3: Proposed Initial Intrusion Monitoring System 

 

 
 

Figure 4: Proposed Alarm Information Sensor System 
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damaging the resources. For example, worm, trojan, virus, 

shellshock, botnet, miscellaneous attacks etc.     

o Packet sniffing, scanning and searching Information 

Sensor: This information sensor collect data that is 

relevant for identifying unscrupulous activities. For 

example, activities involved in unnecessary scanning of 

network devices used for finding weak network points to 

exploit vulnerabilities. Similarly, man-made tricks and 

threats are tried to be identified using outlier detection 

processes.   

o Unauthentic and unauthorised attempt information sensor: 

This information sensor measures the frequencies used in 

various activities like: login to the system, access to 

resources, packet/message signature modification etc. 

Attempts greater than certain threshold are considered in 

unauthentic and unauthorised activities. 

o Service and data blockage information sensor: This 

information sensor collects the data related to services 

running in the network, whether any service is interrupted 

or not and what are the network resources used by these 

services.  

o Data Fraud Information Sensor: This information sensor 

identify falsification, fabrication, spoofing and scams in 

resource related data.   

o Outlier Information Sensor: This information sensor 

evaluates the outliers in data collected using various 

sensors like: service blockage, unauthorised access, 

unauthentic executions, location information etc. This is a 

threshold based content sensor for outlier prediction. 

 

• Data Tier: In this tier, data sensed by sensors is collected 

for feature based analysis. Different data features are made 

available to different regions. In experimentation, multiple 

scenarios are generated for outlier identification. In one 

scenario, whole collect data is made available to primary 

region and least data is available to tertiary region. Whereas, 

second scenario provides more data to tertiary region and 

filtered data is passed to primary region through second region. 

Purpose of this data passing and filtration is to analysis and 

identify the best scenario suitable for outlier identification. 

Information passed through different regions contains 

different level details. For example, packet level details 

including MAC, IP and TCP header details are considered as 

low level details. Filtered data including host IP addresses, 

user with host having specific address information, type of 

possible attack etc. are considered as high level details. Low 

level details are passed to one region whereas high level 

details are passed to another region.         

 

• Data Network Tier: In this tier, a data network is 

constructed from collected information. The process of 

constructing an initial data network constitutes clusters. These 

clusters are formulated using interconnected data contents. A 

process of selecting trusted cluster-head is executed in data 

network. Cluster head select process is based on trust 

management. Trust management goes through trust generation, 

trust propagation and trust accumulation phases. Trust 

generation phase identifies the number of interconnected other 

data units and their duration. Generated trust value is passed to 

all connected hosts in trust propagation phase. This increases 

the importance of those resources which are used for data 

transmission. Passed trust value through multiple channels is 

aggregated in trust accumulation phase. Accumulated trust 

value is used for outlier detection in subsequent phases. The 

complete process of constructing hierarchical network through 

data network based trust management process is explained in 

pseudocode 1.      

Pseudocode 1: Hierarchical data network construction 

algorithm using interconnected clusters 

Goal: To measure the data trust value and interconnect data 

nodes in hierarchical network.  

 

1. Data collected through sensors is connected using context 

based process.  

2. Implicit data information provides linkage between 

different data units. Connected data units are put in one 

cluster. 

3. Number of interconnection and their duration are used for 

computing trust value. Higher trust value means either data 

unit has used large number of resources or same resources 

are used multiple times for longer duration. 

4. A complete interconnected data unit based network is 

formulated using trust values.    

5. Each data unit in connected network is picked one by one. 

Features of data unit are extracted for analysis. This 

process of analysis is explained in detail as follows: 

a. Extracted features of most trusted data units (higher in 

the hierarchical interconnected network) are compared 

with features of least trusted data units (bottom most in 

the hierarchical interconnected network). This 

comparison formulates a dissimilarity matric. 

Dissimilarity score in dissimilarity matrix indicated 

usage of similar data elements in data units at different 

time.  

b. Process of dissimilarity matrix calculation is executed 

cluster-wise in complete interconnected network. 

c. A comparative analysis of dissimilarity matrix is 

executed at cluster-level. Those clusters having a large 

difference (greater than a threshold) in comparison 

with other higher trust clusters are either dissolved or 

consider as outliers.  

d. After comparison of clusters, a comparative analysis of 

low and high trusted data unit is performed. A similar 

process of dissolving or outlier consideration is 

executed inside the cluster as performed among 

clusters at network level. 

e. Step 5a to 5d are repeated for every data unit and 

cluster present in the network.  

6. All clusters, consisting of multiple data units, are further 

divided into sub-clusters named as states or counties. 

States are bigger in volume as compared to counties.  

7. A process of measuring the stability of clusters is executed 

using dissimilarity matrix calculation at state, county and 

cluster level. Similarity of patterns is observed within the 

states, state to county, within county, county to cluster, 
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cluster to network, state to cluster, state to network, county 

to cluster, county to network and cluster to network. 

8. Any dissimilar pattern with dissimilarity score greater than 

zero exhibits re-clustering or alternate scenario processing. 

In this computation, a minimal 1% (picked randomly) 

marginal error is acceptable and considered in comparison. 

Re-clustering process includes re-computation of trust 

score in trust management using alternative approach. 

9. An alternative approach consider importance of resources 

used in data unit analysis. Trust score is directly 

proportionate to resource importance. Resource 

importance based trust management approach is applied 

for generating new dissimilarity matrix. If dissimilarity 

score computed from new dissimilarity matrix is greater 

than zero for internal and external comparisons of state, 

county, cluster and network then jump box is called for 

skipping this phase calculations and start computing 

outliers using other processes. 

10. Else if dissimilarity score computed from new dissimilarity 

matrix is lesser than zero or zero then networks consisting 

of clusters, states and counties are considered as stable for 

next phase outlier detection process. 

In this tier, trust score based initial outlier detection process 

is executed as well. Trust management computes trust score 

using number of interconnected data units with every other 

data unit and duration of its connectivity. This trust score 

computation in trust management is helpful in initial 

dissimilarity matrix. If repeated dissimilarity score calculation 

falls greater than zero then trust score is computed from 

importance of resources and their duration using feedback, 

performance and energy scores. Feedback mechanism 

computes number of positive responses in transmitting 

connected data units. Performance is measured using various 

QoS parameters: throughput, delay, jitter, priority, protection, 

resilience and residual error rate. Energy score is computed 

from sender, receiver and intermediate node energy levels. 

Three factors (feedback, performance and energy level) used 

for trust score computation are rated on a scale from 1 to 10. 

An aggregated average of three factors gives final trust score 

value. Further, multiple cycles are used to compute the trust 

score because of variations in dissimilarity score. Each of 

these cycle alternatively computes feedback value either from 

neighboring connected resources or destination of data unit. 

Performance is initially measured from every transaction made 

by target node. Thereafter, size of network considered in 

performance measurement is reduced from n-hop connectivity 

to single hop (neighboring nodes). Similarly, energy level is 

measure initially for all transactions at source, destination and 

intermediate nodes. Thereafter, it is reduced to energy 

consumption for transactions made to importance resources. 

With every new value of trust score, trust management cycle is 

processed through dissimilarity score matrix calculation. 

Every new dissimilarity score matrix calculation is compared 

with other dissimilarity score matrix at state, county, cluster 

and network level. All data units or resources showing 

dissimilarity score greater than zero are considered as outliers 

and processed for further analysis in next tier.        

• Indices Based Outlier Detection Tier: Indices based 

outliers are identified from clusters formed in previous tier. 

State, county and cluster’s stability is measured sing cluster 

validation method. Cluster validity measures stability and it 

can be classified as internal, external and relative methods of 

measurement. In internal indices measurements, data units of 

state is compared to other data units of same state, data units of 

county is compared with other data unit of same county and 

data units of cluster is compared with other data unit of same 

cluster. These calculations are performed for dissimilarity 

score calculation. In external indices, data units of state is 

compared with data unit of other state in other county or 

cluster. Similarly, data units of county or cluster is compared 

with data unit of other county or cluster. Relative cluster 

validation method rate the clusters based on trust score and 

importance of resource before internal or external 

comparisons. In order to measure the stability of clusters, 

dissimilarity score uses compactness, 

separation/connectedness and connectivity as parameters. 

Various internal indices used in this work include are: 

silhouette index (SI) [60], Dunn index (DI) [61], 

Davies-Bouldin index (DBI) [62], Calinski-Harabasz measure 

(CHI) [63], Density-Based Cluster Validation (DBI)[64] etc. 

Various external indices used in this work include are: 

F-measure Indices (FI), Mutual Infor-mation (NMI) measure 

Indices(NMII), Purity Indices (PI), Entropy Indices (EI), Rand 

Indices (RI) and Jaccard Indices (JI). Pseudocode 2 discusses 

various steps followed in cluster stability calculations using 

internal, external and relative indices [65]-[68].  

Pseudocode 2: Hybrid outlier detection in hierarchical 

network using internal, external and relative indices.  

 

1. Constructed hierarchical network consists of clusters and 

dissimilarity matrix used to measure distance metric. 

2. In this tier, small states, counties or clusters are consider as 

outliers and analyzed in next tier. 

3. Each of the remaining state, county or cluster provides 

internal, external ad relative indices value. 

4. Each of the indices value is analyzed for state, county and 

cluster. 

5. If index value of internal, external or relative indices is 

beyond acceptable limits then 

6. A new list of indices confirming clusters stability is 

formalized. Each entry in this list confirms the stability 

of cluster. 

7. Internal indices entry is acceptable if indices 

comparison within same state, county or cluster is 

within acceptable range. Similarly, external and 

relative indices values are computed using comparison 

with clusters in idle network using same specification.   

8. end if 

9. In order to accept the complete experimentation, at least 

50% (selected randomly) of the indices (internal, external 

or relative) should validate the stability of network.  

10. If number of total indices are lesser than 50% of total 

indices used for computation then 
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11. State, county and clusters in network are not considered 

to be stable and a process of re-computing the trust and 

dissimilarity is executed again. 

12. end if 

 

• Performance Based Outlier Detection Tier: In this work, 

performance is measured using QoS parameters. These QoS 

parameters are further used for outlier detection. Various QoS 

parameters used in this process are: throughput, delay, jitter, 

priority, protection, resilience and residual error rate. These 

parameters are explained as follows[69]: 

o Throughput: It is defined as total number of packets 

successfully received at destination per unit of simulation 

time. Throughput is measured at different locations like: 

within state, within county including state, within county 

excluding state, within cluster including state and county, 

within cluster including county but excluding state, within 

cluster including state but excluding county, and within 

cluster excluding state and county. Purpose of measuring 

throughput for different scenarios is to identify outliers at 

all possible locations using this QoS parameter.      

o Delay: It is the end-to-end delay which includes processing, 

propagation and transmission delays. These delays are 

computed for every packet transmitted from source to 

destination. If source and destination lies within state then 

delay is country for a state and if either of source or 

destination lies within county then delay is counted for a 

county. Similarly, if source and destination lies with cluster 

or network then delay is counted for them only. In outlier 

detection process, nodes having delay greater than average 

value of structure (state, county, cluster or network), where 

source and destination are present, are processed for 

outlier detection using other QoS parameters or next tier 

outlier detection process.  

o Jitter: It is the delay variation in packet transmission or 

receiving. Like is any network, minimum jitter is good for 

better performance, minimum value of jitter in state, 

county, cluster or network is helpful in considering a 

packet consisting of data unit or resource as inlier. Higher 

jitter value ensures presence of outliers. Initially, every 

structure having jitter higher than average value of jitter for 

a network is consider as outlier and processed further 

either to other performance parameters or next tier outlier 

detection process. In continuation, every resource in every 

possible structure is scanned. If any resource within its 

structure is having jitter value higher than average jitter 

value of its structure then resource is considered as outlier 

else inlier in jitter based outlier detection process.    

o Priority: It is measured locally as importance of a data unit 

or resource. Increase in number of connected data unit with 

target data unit increases the importance or priority of data 

units in evaluation. Similarly, increase in number of 

connections with resource increases its priority. As 

discussed in trust management, number of connections 

increases the trust score. Thus, priority is directly 

computed from trust value. Resources avoiding priority 

channels are consider as outlier in priority based outlier 

detection process and sent further to outlier detection 

through other performance based parameters or next tier 

outlier detection process.     

o Protection: It is measured for a resource locally. It is 

defined as the capability of a resource to discard data 

packets received from unidentified or unauthentic resource. 

A resource in the network is unidentified or unauthentic if 

trust score is below average value of the structure. Like in 

other QoS parameter based outlier detection process, if 

protection for a resource is under acceptable limits then 

resources are considered as outliers and sent to other QoS 

parameter based outlier detection process or next tier 

outlier detection process. 

o Residual Error Rate: It is defined as the total number of 

incomplete, lost or duplicate data units present inside a 

specific structure. All data structures having residual error 

rate higher than network residual error rate are put in 

scrutiny. Residual error rate is also measured for resources. 

For a resource, it is the total number of mishandled data 

packets received from authentic resource which includes 

packet discarded, lost, misrouted or modified.   

o Packet delivery rate: It is measured for a resource only. It 

is defined as the total number of packets where the target 

resource is helpful for its transmission to its destination. 

All resources should have packet delivery rate higher than 

average value of packet delivery rate of its structure i.e. 

resources present within state should have packet delivery 

rate higher than average value of its state. Similarly, packet 

delivery rate for resources present inside county or cluster 

should have packet delivery rate greater than average value 

of county or cluster respectively. If any of these criteria is 

not satisfied then resources are scrutinize through other 

outlier detection processes.   

o Routing Overhead: This QoS parameter measures number 

of control packets present in the network. If a data unit is 

connected with every other data unit through control 

packet data unit then it is considered as outlier. Further, 

inside any structure those data units which are having 

number of control packet interconnections greater than 

number of data routing interconnections are put under 

outlier detection based scrutiny process. Routing overhead 

for a resource is number of control packet sent to other 

resources. Like routing overhead computation for data unit, 

those resources are put under scrutiny which are having 

number of sent control packets greater than number of data 

unit packets.    

o Packet Dropped Ratio: It is measured for every possible 

structure. Packet dropped ratio of a structure is number of 

packets dropped by resources within structure to number of 

packets received for delivery. If packet dropped ratio of s 

structure is lesser than average value of its network then 

those structures are put under scrutiny.  

o Connection Establishment per Time: It is defined as total 

number of control data connection convertible to data 

connections per unit time. For a resource, it is its capability 

to accept control packets followed by data delivery per unit 

time. Higher connection establishment per time is better 

for inlier consideration. If number of connection 

establishment for a resource or data unit is lower than 
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average value of its structure then that resource or data unit 

is sent for outlier detection process.  

o Concurrent Connection Establishment per Time: It is 

defined differently for data unit and resource. For data unit, 

number of interconnection established at same time 

indicates it’s important at a specific time period. Similarly, 

number of sessions established by a resource to handle 

multiple interconnection indicates importance of its 

services. Thus, if concurrent connection establishment for 

data unit or resource is lower than average value of its 

structure then that particular data unit or resource 

scrutinize under next QoS parameter or next tier outlier 

detection process.    

o Transactions per Time: It is measured as number of time a 

particular data unit or resource is helpful in completing a 

transaction. A transaction can happen in any of three forms: 

sending, receiving or forwarding data or control packet. If 

transaction per time for a data unit or resource is lower than 

average value of network then that particular data unit or 

resource is scrutinize under next tier outlier detection 

process.  

Overall process of QoS parameters based outlier detection is 

explained using pseudocode 3. 

 

Pseudocode 3: Individual QoS parameter scanning and 

performance evaluation based outlier detection process 

1. Each data unit and resource in the network is scanned for 

QoS based evaluation one by one. 

2. Interconnection of data unit or resource is identified in 

following order: state, county, cluster and network. 

3. List of inliers and outliers are stored at different places. 

4. Performance of each QoS parameter is evaluated in an 

order specified above. 

5. If any QoS parameter based performance is not met as per 

pre-defined procedure then 

6. Targeted data unit or resource is stored at outlier 

location. 

7. else 

8. Targeted data unit or resource is stored at inlier location. 

9. end if 

10. If number of QoS parameter predicting a data unit or 

resource as outlier is larger than number of QoS parameter 

predicting it as inlier then 

11. Targeted data unit or resource is scrutinize for next tier 

outlier detection process.  

12. end if  

 

• Feature Based Outlier Detection Tier: In feature based 

outlier detection process, features of data unit is extracted 

including action performed over packet, time of action, 

starting location of packet transfer, type of protocol used for 

packet transmission, protocol layer, flag bits indicating control 

packet, data packet, packet segment in sequence etc., size of 

packet, size of data transfer, flags indicating source, 

intermediate or destination information etc. Interconnection of 

data units is performed and verified before processing it to 

outlier detection. Verification includes analysis of 

interconnection of features. For example, an interconnection 

should involve at least a source address, destination address, 

control packet and setting of flag bits. Apart from this, it may 

contain an intermediate node, data packet, subsequent data 

packet segmentation, miscellaneous flag bit settings etc. 

Feature based outlier detection tier filtered the data at multiple 

layers because a data unit may be involved with different 

protocol performing functionality connected with single 

process. In this process of data analysis, data is pre-processed, 

parsed and labeled. Thereafter, data is filtered for different 

layers. Each of these layers execute outlier detection process 

with different mechanism. This process of outlier detection at 

each layer is explained as follows: 

• Initial Phase Outlier Detection (Layer-1):  In this phase 

of outlier detection, analysis is performed using density 

based clustering and machine learning based outlier 

detection. This process involves data pre-processing, 

learning/training, evaluation and prediction. In 

pre-processing, data is prepared for comparative analysis. 

This comparative analysis involves state interests 

including the purpose of interactions, amount and type of 

data exchanged, and duration of interactions for similar 

type of data exchange. In an experiment, these features 

are compared with other structures having similar targets. 

All those data elements having similar nature are put in 

training dataset and other elements are put in testing 

dataset for machine learning based experimentation. 

Thus, pre-processing phase prepares training and testing 

dataset for experimentation. Learning phase uses training 

and testing datasets for context based outlier detection 

with simulation optimization. Trained data is used 

directly in comparison process with new data. This 

mechanisms reduces efforts involved in outlier 

prediction.       

• Medium Phase Outlier Detection (Layer-2): In this 

phase, outliers are identified from interconnections 

among data units with ethical processes. Single data unit 

may be interconnected with one or more other data units. 

This interconnection establishes relationship fruitful for 

network. Thus, each of these relation is helpful in 

predicting inliers. For example, if there are three data 

units (DU1, DU2 and DU3) and DU2 is predecessor of 

DU1, and DU2 is predecessor of DU3 then all data units 

are claiming to be interconnected. If all data units are 

connected with a process then there is no chance of 

presence of outlier else if either of them is not connected 

then there are chances that this particular data unit is 

outlier. Similarly, it could be possible that there are two 

or more predecessor for one data unit or they are indirect 

predecessor. In all cases, criteria for outlier consideration 

is that the data units are not interconnected through a 

process. Subsequently, these interconnections and 

relationship with processes construct graphs. Each of 

these graph has either a path or a circuit i.e. a sequence of 

data units can be generated. Previously, trust values of 

data units are also computed. If sequence is drawn as per 

trust values then data units are consider as inliers else 

outliers. In conclusion, trust value based sequence 
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verification is validation of sequence generated using 

graph.     

• Advanced Phase Outlier Detection (Layer-3): In this 

phase of outlier detection, authenticity of messages and 

sources is checked for detection. Since complete data is 

available by the time this phase starts its analysis thus, 

signatures can be verified through rule based analysis. 

Identity of source, destination and intermediate devices 

confirms their authenticity. Whereas, signature 

verification process verifies message authenticity. A rule 

based process backtracks if any message or resource 

identity is found to be suspicious. Rule based analysis 

possesses verification process using trust path and 

resource verification. Output of these processes is stored 

in databases for making a decision to redirect the data 

unit or resource for an alternative action.  

• Jump Box: The proposed architecture is flexible to be 

implemented using one outlier detection process executed in 

one invigilator region or multiple outlier detection processes 

executed in one or multiple invigilator regions. This flexibility 

is possible through jump box. This box collect required 

information from one region and instruct the other region to 

start its observation with limited or extended data. In 

conclusion, by passing certain processes may give various 

advantages like: speedup the outlier detection process, execute 

outlier detection processes as per availability of hardware or 

other resources, and relevance of processes.      

• Outlier Storage System: In this storage system, 

information about outliers is stored. This information contains 

outcomes of each tier and overall detection of outliers from 

each invigilator region. This individual and aggregated 

decisions are stored to provide a provision of accepting 

outcomes from one or multiple processes. This system will 

give advantage to those networks where there is scarcity of 

resources.   

• Outlier Sharing Gateway System: In this gateway system, 

outcomes and information of outliers across each region is 

synchronized. This synchronization extends the work to 

analyze those outliers which are not common across regions. 

Further, jump box’s outlier information is collected as per 

convenience and it may be incomplete. Thus, it may require to 

collect information from reliable resources. Gateway system is 

designed to reliably sharing such information. This system 

uses time based synchronization.   

IV. Results and Analysis 

In order to validate the proposed approach, this section uses 

internal, external and QoS based indices in simulation. A 

comparative analysis of these indices is performed for 

identifying the index having best value for a network. 

Simulation, results and analysis is discussed in detail as 

follows: 

• Simulation Setup 

In order to analyze the performance, different network 

scenarios are generated starting from small scale network (5 

nodes) to large scale network (6000 nodes.). Table 1 shows the 

details of simulator parameter used in simulation analysis.  

Table 1: Simulation Parameters 

Simulator Parameters Value 

Minimum and Maximum number of 

nodes 

5 to 6000 

Type of channel used for communication WirelessChannel 

Radio Propagation Model Ray Tracing 

Physical network interface used WirelessPhy 

MAC Type 802.11 

Queue maintained at each node Priority Queue 

Signal receiving and transmitting 

antenna 

OmniAntenna 

Size of Queue configured at each node 80 

Distance on X-dimension 2000 meters 

Distance on Y-dimension 2000 meters 

Mobility Model Random WayPoint 

Mobility Packet rate 10 packets/second 

Size of packet transmission (in bits) 1024 bits 

Simulator ns-3[70] 

Total simulation duration 2000sec 

Minimum and Maximum velocity set for 

transmission 

0.1 m/s to 10 m/s 

 

• Comparative Performance Evaluation of Indices 

This section explains the performance of indices used in 

analysis. Performance indicates strength, stability and 

goodness of structures. As each structure consists of a group of 

data units or resources, a process indicating its stability is 

helpful in proper execution of outlier detection process. 

Further, stability process itself indicates the presence of inliers 

and outliers. A detailed experimentation study of indices in 

proposed structures is explained as follows:   

• Comparative Performance Evaluation of Internal 

Indices  

Internal indices compared the features of data units 

present in structures with data units of other structures 

within same network. In this work, following indices are 

used for analysis: DI, RMSSDI, RSI, CHI, DBI and SI. 

Fig. 5 shows performance analysis of DI, RMSSDI, RSI 

and SI indices for a network consisting of a minimum of 

5 and maximum of 6000 nodes. Eleven scenarios are 

generated to analyze the performance. These scenario 

consists of networks of 5, 10, 50, 100, 500, 1000, 2000, 

3000, 4000, 5000 and 6000 nodes. Results shows that 

optimal indices value for 5, 10, 50, 100, 500, 1000, 2000, 

3000, 4000, 5000 and 6000 nodes are observed during 0 

sec. to 200 sec. (slot 1), 0 sec. to 200 sec. (slot 1), 400 sec. 

to 600 sec. (slot 3), 800 sec. to 1000 sec. (slot 5), 1200 

sec. to 1400 sec. (slot 7), 1400 sec. to 1600 sec. (slot 8), 

1400 sec. to 1600 sec. (slot 8), 1400 sec. to 1600 sec. 

(slot 8), 1400 sec. to 1600 sec. (slot 8), 1400 sec. to 1600 

sec. (slot 8) and 1400 sec. to 1600 sec. (slot 8) with 2, 4, 

5, 17, 26, 34, 40, 40, 51, 52 and 54 clusters respectively. 

In order to execute internal indices based outlier 

detection process using pseudocode 3, threshold values 

for indices are computed and these values for DI, 

RMSSDI, RSI and SI are 0.381, 0.214, 0.057 and 0.365 
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respectively.  

In individual computations, results show that SI index 

value decreases for small scale network (5 to 50 nodes) 

and medium scale network ( 500 to 3000 nodes) but 

increases for large scale network (3000 to 6000 nodes). 

DI and RMSSDI indices values shows decrease for small 

scale network (5 to 500 nodes) and medium to large scale 

network (500 to 6000 nodes). However, an increase is 

observed for small to medium scale network (50 to 100 

nodes). In RSI index, a minimum variation is observed as 

compared to other indices. A decrease for small scale 

network (5 to 50 nodes) and medium to large scale 

network (3000 to 6000 nodes) is observed. An increase 

for small to medium scale network is observed (500 to 

3000 nodes). 

 

Figure 5: Comparative Performance Analysis of Internal 

Indices (DI, RMSSDI, RSI and SI) 

 

Fig. 6 shows analysis of two more internal indices CHI 

and DBI. DBI has shown an increase in index value for 

small to large scale network (5 to 6000 nodes) whereas, 

CHI shows an increase for small to medium scale 

network (5 to 1000 nodes) and medium to large scale 

network (3000  to 6000 nodes). However, a decrease for 

medium scale network (1000 to 3000 nodes) is observed 

in this case. In order to execute internal indices based 

outlier detection process using pseudocode 3, threshold 

values for indices are computed and these values for CHI 

and DBI are 75 and 29.5 respectively.    

 

 
Figure 6: Comparative Performance Analysis of Internal 

Indices (CHI and DBI) 

 

• Comparative Performance Evaluation of External 

Indices  

 In external indices, features of data units in one structure 

and network are compared with features of data unit in 

another structure and network. Predefined features are 

preferred for identified as compared to newly identified 

features [71]. In this work, performance of four external 

indices is evaluated for 5, 10, 50, 100, 500, 1000, 2000, 

3000, 4000, 5000 and 6000 nodes datasets. Results 

shows that optimal indices value for 5, 10, 50, 100, 500, 

1000, 2000, 3000, 4000, 5000 and 6000 nodes dataset 

are observed during 400 sec. to 600 sec. (slot 3), 400 sec. 

to 600 sec. (slot 3), 400 sec. to 600 sec. (slot 3), 400 sec. 

to 200 sec. (slot 3), 200 sec. to 400 sec. (slot 2), 1200 sec. 

to 1400 sec. (slot 7), 200 sec. to 400 sec. (slot 2), 1400 

sec. to 1600 sec. (slot 8), 1600 sec. to 1800 sec. (slot 9), 

400 sec. to 600 sec. (slot 3), and 600 sec. to 800 sec. (slot 

8) with 4, 8, 18, 16, 5, 33, 12, 41, 26, 45 and 47 clusters 

respectively. Fig. 7 shows the comparative analysis of FI, 

NMII, PI and EI’s threshold index variation. In 

conclusion, it is found that increase in index value for 

external indices lies between 0.65 and 1.    

 

 
Figure 7: Comparative Performance Analysis of External 

Indices (FI, NMII, PI and EI) 

 

• Comparative Performance Evaluation of QoS Indices 

Fig. 8 and fig. 9 shows comparative analysis of two QoS 

indices: throughput and jitter. Fig. 8 shows the comparative 

analysis of throughput for 5 to 6000 nodes network. A 

comparative analysis of throughput with and without presence 

of outliers shows that the proposed approach is successful in 

improving the QoS. Maximum improvement is observed for 

500 and 1000 nodes network. Least change is observed for 

3000 and 5000 nodes network.   

 

 
Figure 8: Comparative Performance Analysis of Throughput 

Fig. 9 shows comparative analysis of jitter calculations for 5 

to 6000 nodes networks with different packet transmission 
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rates. Results show that processes without presence of outliers 

shows a minimum of 0.15% and maximum of 14.9% 

improvement in jitter values. Highest jitter is observed for 

1000 nodes network with 1 pkt/sec. because of instability in 

clusters. Minimum jitter is observed for 500 nodes network 

with 1 pkt/sec. In conclusion, small to medium scale network 

(500 nodes) with 1 pkt/sec. gives best performance for 

proposed approach.  

 
Figure 9: Comparative Performance Analysis of Jitter 

V. Conclusion 

Outlier detection through multi-layered multi-tiered approach 

is suitable for network consisting of known resources. It may 

contains resourceful or resource constraint devices. Purpose of 

proposed scheme is to integrate trust management with data 

units and resources and analyze the collected data for presence 

of outliers. In proposed model, multiple invigilator regions 

executes similar outlier detection processes over collect data 

and found that the proposed integrated system is efficient in 

terms of performance indices. These indices could be internal, 

external or QoS based. Various internal indices used for 

measuring the stability of structures are: DI, RMSSDI, RSI, SI, 

CHI and DBI. Various external indices used for measuring the 

stability of structures are: FI, NMII, PI and EI. Both internal 

and external indices confirms the formation of structure and 

outlier detection processes. Further, two QoS based indices 

(throughput and jitter) are used in this work. Simulation 

analysis of proposed scheme over 5 to 6000 nodes network 

shows that a minimum of 0.15% and maximum of 14.9% 

improvement is observed in jitter for network without outliers 

as compared to network with outliers. In throughput 

computations, it is observed that the proposed approach is 

successful in improving QoS.   
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