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Abstract: Multimedia manipulation has increased which 

demand for security across various applications. Majorly 

image-oriented security issues such as image 

authentication, proof of ownership, and copyright 

protection are highly increased. To authenticate and 

detect the tamped region and to recover the tampered 

area vision transformer-based hybrid watermarking 

model is proposed. We proposed a novel model to achieve 

image authentication, tamper detection, and localization 

followed by image recovery. In the proposed model, 

invariant attention-based watermark feature maps are 

generated using a Vision transformer. We have generated 

three different watermarks: first using the SVD 

eigenvalue generated as an authentication watermark, 

secondly to detect tampered region average 6MSB of each 

2*2 block generated by performing the Schur 

decomposition method on the biometric image, and to 

locate and recover the image Vision feature maps are 

generated and average 6MSB of each block is embedded 

as the tamper detection watermark. Normally the 

generated watermark is embedded either using an 

embedding factor or using a suitable embedding location. 

In the proposed model, watermark embedding is 

performed by finding the optimal embedding region using 

high entropy block region. On the original image, curvelet 

transform is performed followed by invariant integer 

wavelet transform. The first authentication eigenvalue is 

embedded on the LH band singular value diagonal matrix 

obtained by the SVD model. On the LL band, 2*2 blocks 

Schur decomposition is performed to embed the 6MSB in 

the 2LSB bit of upper triangular coefficient values. At last, 

vision feature maps are embedded in the curvelet 

approximate coefficient high entropy region and inverse 

curvelet performed, producing a watermarked image. 
Keywords: Vision transformer, Schur decomposition, Integer 

wavelet transform, DWT, SVD, Entropy.  

 

I. Introduction 

Internet technology's growth skyrocketed multimedia data 

usage and transmission raised multimedia data 

manipulations. Due to this uncontrollable sharing of 

multimedia data especially images; securing multimedia 

data from third-party is a major concern. Among all 

multimedia data, image sharing and transmission across are 

higher various applications such as social platforms, the film 

industry, Healthcare, copy control, etc…. Nowadays image 

manipulation, replacement, and regeneration are not tough 

tasks due to the availability of advanced tools. Among all 

the applications, the social media platform and healthcare 

industry are extremely prone to cyber criminals and 

unintentional data leakage.  Social media platforms like 

Facebook, Instagram, Twitter, etc., have attracted people, 

due to which users’ usage of such platforms increased, and 

also multimedia data sharing increased uncontrollably.   In 

the healthcare system, though electronic healthcare is saving 

people's lives worldwide, there are still several difficulties 

that must be addressed to increase the efficiency of this 

technology. Social media, Telemedicine applications, 

Biomedical image processing, and authentication/security 

of biomedical data during the transition are some of the 

crucial domains that are gaining increased attention [1]. 

Data transmission whether it might be healthcare-related 

reports or the user’s own multimedia data is shared across 

the network technology and leads to either intentional or 

unintentional attacks which demand multimedia data 

authentication and security.  For instance, in the healthcare 

system, Digital Imaging and Communications in Medicine 

(DICOM) [2] was one medical image management system 

that stored and shared medical data evolved in 1993. 

Multimedia images should be trustworthy and guarantee 

that the image is authentic. Before making a diagnosis, it is 

crucial to confirm and authenticate the medical images. 

Multimedia platforms are very concerned with protecting 
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images from tamper detection applications, authenticity, and 

integrity verification.  

To ensure multimedia image security such as data 

authentication, authorization, and copyright protection 

many researchers have suggested data embedding 

techniques to achieve multimedia security. Watermarking is 

the most suitable data embedding technique suggested in the 

existing research. The watermarking technique was 

implemented in 1992 by Andrew Terkel and Charles in his 

paper “Electronic Watermark” [3]. The digital 

watermarking technique showed a state-of-the-art method 

for data embedding, and also it has significance to prove 

ownership, copyright protection, and multimedia data 

authentication [4]. Embedding watermark data in an image 

is said to be Watermarking technique and the output is said 

to be a watermarked image. Watermarking is classified 

based on two domains: Pixel-based and frequency-based. 

Embedding the image at the pixel level is known to be a 

pixel-based domain or spatial domain whereas embedding 

in spectral coefficients using various frequency methods is 

known to be a frequency or Transform domain. The spatial 

coefficient is transformed into a spectral coefficient using a 

few methods: Discrete Fourier transform (DFT) [5], 

Discrete Cosine Transform (DCT) [6] and Discrete Wavelet 

Transform [7, 8, 9], Quaternion Curvelet transform [10], 

Hilbert Transform [11] [12], Integer Wavelet Transform 

[13, 12] and Contourlet [14, 15, 16]. Matrix decomposition 

methods are Singular Value Decomposition (SVD) [17, 18], 

Schur Decomposition [19]. Based on the domain, the 

watermarking technique is sub-categorized into three 

embedding techniques: Robust [20, 21], Fragile 

watermarking [22, 23], and Semi-fragile watermarking [24]. 

Robust watermarking refers to a watermark that should 

remain stable against a variety of unintentional attacks 

unless the cover image is modified, while fragile 

watermarking is intended to precisely detect the tampered 

region and is sensitive to attacks, making it suitable for 

tamper detection applications. When a watermark is 

semi-fragile, it is sufficiently stable against unintentional 

attacks but not against intentional ones wherein 

authentication and tamper detection are achieved 

simultaneously, which reflects a combination of both robust 

and fragile watermarks. Much research has been carried out 

in the tamper detection field which shows, that a traditional 

watermarking system with machine learning models 

attracted attention to various applications. In deep learning 

techniques, Convolutional Neural Networks (CNN) and 

Generative Adversarial Networks (GAN) are widely 

employed for Image classification, computer vision 

applications, object recognition, etc. A drawback with 

watermarking-based deep learning techniques is, a small 

change in the image pixel will affect the neural network 

performance in terms of fidelity and it tries to fool the 

network into making wrong predictions. The attention 

mechanism is an integral part of the transformer model that 

slowly grabs the attention of computer vision applications in 

hybridizing with Convolutional Neural Networks (CNN). 

For large datasets, CNN requires hard inductive bias which 

is avoided by the transformer. The transformer model is a 

straightforward and parallel processing method that has 

shown more state-of-the-art results than CNN, by 

eschewing convolution instead self-attention plays a key 

role. Transformer was inspired by the success of the Natural 

Language Processing (NLP) task in machine translation 

[25]. Currently, Transformer models are limited to computer 

vision applications. Especially transformer named Vision 

Transformer (ViT) proposed by Google research-Brain team 

members is slowly grabbing the attention of image 

processing applications. 

The rest of the paper is organized as follows: Section 2 

describes the related work; Section 3 explains about 

preliminary concept followed by an elaboration proposed 

model in Section 4; Section 5 illustrates the experimental 

results. Finally, a conclusion is in section 6. 

II. Related Works 

Tamper detection and localization algorithm using the 

block-based watermarking method proposed by 

Campos-Ponce, E et al. [26] for both color and grayscale 

images. They generated hash key code using the checksum 

method which is embedded in the LSB coefficient of the 

low-frequency sub-band of the lifting wavelet transform. 

The experiment is evaluated against various attacks in terms 

of imperceptibility and false positive, false negative, and 

tamper detection rates which attained good imperceptibility 

with the PSNR value of 51.17 dB. 

A hybrid transform-based watermarking model is proposed 

for the integrity protection of DICOM images proposed by 

Tiwari, A et al. [27]. First, a 3-level Integer Wavelet 

Transform is applied to the liver ultrasound image. Further 

Schur decomposition was performed on the HH sub-band 

which generated the diagonal upper triangular matrix. The 

upper triangular matrix is further processed by SVD to 

obtain singular values. The obtained singular value is 

embedded in the low-frequency sub-band. Though they 

have tested for various attacks watermark generated from 

the HH sub-band won’t be attaining better results. As the 

HH sub-band will capture only the edge components which 

won’t be suitable to locate the tampered region. Security is 

obtained using the encrypted Arnold chaotic method for its 

integrity protection. The experimental results show strong 

robustness against various attacks.  

A highly secured invariant Redistributed IWT transform 

approach is suggested by [28] to generate the invariant 

domain of the original image. Further on the invariant 

domain LL and HH sub-band novel QR matrix 

decomposition has been performed to generate Q and R 

matrix. Singular values are generated from the R matrix of 

both the sub-band to embed the watermark image. Another 

side the watermark image redistributed IWT performed and 

the LL band is chosen as a watermark data which is 

embedded in the singular value matrix. Security and 

reversibility are achieved by encrypting the watermark 

using gyrator transform QR decomposition. The result 

showed resistance against geometric attacks.  

A multiscale watermarking model was proposed by [29] for 

copyright protection applications using a 1-level Integer 

wavelet transform. An efficient singular value 

decomposition technique is applied to all four sub-band 

coefficients. Later on, each singular value matrix is further 

subdivided into a non-overlapping matrix based on the 

watermark size, and the watermark is embedded on the 

singular value of the LL band using the embedding factor. 

For the other sub-divided singular value matrix, the 

watermark is embedded with different strength factors. 

Further to authenticate the image SHA-1 hash function is 
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defined to obtain 160-bit watermark data from the signature 

image which is embedded in the DWT-SVD coefficient 

values. The experimental results are evaluated by PSNR 

which resulted in the maximum value of 47.6 dB and SSIM 

value of 0.999. 

A deep learning-based watermarking model is proposed 

using DCT-CNN by [30]. They generated two features: first 

to detect tamper region and the second generated image 

digest watermark feature utilized for image recovery. For 

tamper detection, a CNN-based authentication watermark 

was generated. Using Quantization based DCT transform 

method image digest watermark is generated and an 

end-to-end CNN model is employed to compress the model 

and also to maintain the image quality. Error correction code 

reed-Solomon is used to protect high distortion. To secure 

the data Arnold transform is applied to the authentication 

and digest watermark.  

Rajput, V. et al. [31] presented a tamper detection model 

using Discrete Wavelet Transform (DWT). From the original 

image, the DWT technique was applied, and on the four 

generated sub-bands second-level DWT was applied which is 

taken as a watermark image. Using pseudo-random codes, the 

four reduced LL low-frequency sub-band images are 

embedded in the 4-LSB of the original image. The result 

shows better tamper detection accuracy and improve 

performance of image recovery. 

Agilandeeswari. L. et. al [46] proposes a robust semi-fragile 

watermarking system using Pseudo-Zernike moments and 

dual tree complex wavelet transform for social media content 

authentication.  

Contributions: The main contribution of the paper is 

1. Attempted vision transformer model for the first time in 

the field of watermarking and succeeded in image 

tampering applications. 

2. Watermark data is generated innovatively using the ViT 

model, which extracts more attentive encoded global 

feature maps that improve tampered image recovery.  

3. Watermark robustness is achieved by a hybrid 

watermarking algorithm 

4.  

III. Preliminary Concepts   
 

A. Vision Transformer  

          Vision transformer (ViT) [32] is a trending model for 

various applications such as image classification and, 

Prediction [47], object recognition, image captioning, etc. 

Similarly, its partner model named Swin Trasformer also 

best suits for image detection and classification [45]. 

Normally transformer model takes a 1D vector sequence as 

input whereas in a 2D image split image I   into 

patches P using window size M × M, where h×  represents 

image dimension, and C represents the number of channels. 

From the image I, N number of patches generated using 

Eq.1 are linearly flattened into a sequence of patches (p1, p2, 

p3, …. of length n. The known embedding matrix, E, is 

used to linearly project the image patches into a vector with 

dimension, d represented as [x1E, x2E,….,xnE]. 

Classification label CL is attached with the linearly 

projected vector for classification purposes. Followed by 

that positional information is added to the vector patches to 

arrange the image patches as shown in Eq.2 

N =                                                                            (1) 

= [ CL; E, E,…., E;]+ pos                                     

Where, E ∈ , pos ∈  

The vision encoder receives the series of embedded image 

patches, ( …. ) as input. Vision Transformer 

Encoder is stacked up with identical layers: Multihead 

attention (MAS), fully connected Feed Forward MLP 

(Multilayer Perceptron). The GeLU activation function is 

sandwiched between Multihead attention (MHA), and fully 

connected Feed Forward MLP (Multilayer Perceptron). The 

two encoder layers collaborate via the normalization layer 

using the residual connections.  

Self-attention layer is the most important layer in the 

transformer, where it shows the importance of a single patch 

by combining it with other patches. Self-attention heads 

generate Key (K), Value (V), and Query (Q) vectors by 

multiplying each input patch vector with the learned 

weight matrices , , , which is represented as 

. The weight matrix 

will be the same for all the input vector sequences. 

Self-attention computes the average weighted values [33] by 

scaling the dot product of the query vector with all other 

outcomes key vector  and dividing by key dimension 

. The outcome of scaling dot product is given to 

the softmax function and multiplied with relevant values 

element  as shown in Eq (4).  Each self-attention 

mechanism referred to as the head performs parallelly and is 

concatenated together as Multi-Head Attention (MHA) 

shown in Eq (5).  

 Scaling Dot product (Q, K, V) =                            (3) 

Self-Attention ( ) = 

softmax                           (4)  

MultiHead Attention (MHA) = Concat (  + +, ..., ) (5) 

 = MHA (Layernorm(                           (6) 

Where, N=1,2,…n             

The normalized outcome of MHA is concatenated together 

which is provided as input to the MLP classifier of the 

encoder block to obtain pixel value based on learned feature 

maps Eq.5.  

= MLP(Layernorm( )) +     l=1,2…L                       (7)  

=(Layernorm( ))                                                            (8)

  

B.  Discrete Wavelet Transform 

        Discrete wavelet transform (DWT) is an efficiently 

employed powerful tool in hierarchical decomposition 

technique. Spatial localization of an image is transformed to 

wavelet frequency which is good at frequency resolution 

and poor at time resolution [34]. In DWT, the spatial 

coefficient is passed to the wavelet filter which decomposed 

the spatial image into four sub-bands. So, the first level of 

four sub-band decomposition is figured out in Figure 1, as 

low frequency-LL band, high frequency- HH band, 

mid-frequency- LH, HL band. In the case, of multi-level 

decomposition, the sub-band is further decomposed into 

LL1, HH1, HL1, and LH1 as shown in Figure 1. The 

watermark is highly suggested to be embedded in a 

low-frequency LL sub-band as it can withstand various 

attacks and is difficult to extract the watermark. DWT helps 

to achieve high robustness and imperceptibility property.  
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Figure 1: DWT decomposition [35] 

C. Singular Value Decomposition 

        Singular value decomposition (SVD) is a powerful 

matrix decomposition technique that decomposes the image 

into orthogonal and singular value components [34, 36]. 

From a linear algebra point of view, the image is considered 

to have a non-negative scalar input, that is a matrix. Image is 

decomposed into the matrix as I = US  where U and V are 

left and right eigenvectors, whereas S is a diagonal 

eigenvalue matrix. The singular value component S has the 

durable ability to withstand any perturbation.  

I =      (9) 

D. Schur Decomposition 

     Schur decomposition is one of the matrix decomposition 

methods and an important mathematical linear algebraic 

tool like the singular value decomposition method [19]. If 

the image of size n × m, the Schur method is applied to 

produce S = UD  matrix where represents the unitary 

matrix, D represents the upper triangular matrix and the 

diagonal of D shows eigenvalue of the image A.  

S =    (10) 

E. Curvelet Transform 

       Wavelet transforms and the concept of multiresolution 

is widely used, particularly in the signal and image 

processing areas. However, due to its inability to give higher 

direction selectivity, two-dimensional (2-D) discrete 

wavelet transformations (DWT) cannot capture anisotropic 

data. A multiscale resolution technique called the curvelet 

transform enables the best non-adaptive sparse image 

representation of objects with edges [37].  Curvelet 

transform, as opposed to wavelet transform, generates a 

directed feature representation. A new phase of image 

processing has commenced because of multiscale geometric 

transformations such as the curvelet transform, which was 

first introduced by Candes and Donoho et al. [38]. Curvelet 

transform is better at capturing the curvature and hyperplane 

singularities of high-dimensional data. Anisotropy and 

directionality, key features of curvelets, provide the best 

formula for the representation of smooth curves in an image, 

such as edges and region boundaries. In-depth detail of the 

curvelet transform can be found in [38]. There are two ways 

to acquire the conventional Curvelet coefficients [34]: (1) 

the USFFT approach, and (2) the Wrapping method. The 

production of Curvelet coefficients is done using the 

Wrapping approach in our proposed work because of its fast 

work. Based on the wrapping method, the multiscale 

pyramid is determined at a different angle in the frequency 

domain [39]. Fast Fourier transform is applied on the given 

orientation and scale x. Curvelet transform is obtained by 

performing the inverse fast Fourier transform. We can 

conceive of the result of these linear digital transformations 

as a set of coefficients ) obtained by the digital 

analogue, as they accept as input Cartesian arrays of type 

f[m, n], 0≤m,n<t. The curvelet transform of the function  

can be expressed as     

                 (11) 

F. Integer Wavelet Transform 

Integer wavelet is a novel wavelet transform that is 

demonstrated by lifting strategies. The IWT uses three 

standard lifting techniques [29] as shown in Figure 2: split, 

predict, and update. Compared with a discrete wavelet 

transform benefits of an integer wavelet are [40]: (1) 

Sub-band coefficient values of DWT will be in floating 

values, during reconstruction losing the float values by 

rounding it to integers. Whereas the IWT lifting algorithm 

transforms an integer to integer sub-band values. (2) All 

calculations are done directly and memory storage is 

required. These characteristics of IWT can be used to 

maintain the imperceptibility level and increase the 

robustness. In split-phase or lazy wavelet, the cover image is 

divided into even and odd polyphase components. The 

second predicted phase new odd polyphase generated based 

on even polyphase components. An old odd polyphase 

component is replaced by the difference between the odd 

phase and the predicted value. Further in the update phase, 

based on the linear combination sample input from the 

predicting phase determine the new even polyphase 

component. 

 
Figure 2: Integer wavelet [40] 
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Figure 3: Proposed Embedding Process  
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Figure 4: Proposed Extraction Process 

IV.  Proposed Model 

Generating and embedding a watermark for each image 

slice using the conventional watermarking technique is 

difficult. So, deep learning models are exposed to be a 

highly efficient technique to learn the image features from 

the dataset and embed the appropriate watermark in an 

appropriate original image slice through the class label. 

Compared to deep learning techniques such as CNN, vision 

transformer has shown state-of-the-results in image 

classification, which attracted the researcher’s intention to 

extend it to computer vision applications. In this paper, we 

have attempted a vision transformer model for the first time 

in a tamper detection application to generate encoded 

features as the watermark. In vision transformer (ViT), the 

attention mechanism plays a prominent role to learn the 

global important intrinsic feature in the image, which gives 

out encoded features. Section 3.1, clearly shows the 

workflow of vision transformer-based feature map 

generation. In the proposed model, vision transformer 

feature maps were employed as the tamper localization 

watermark data that made the system attain high robustness 

against various attacks than the existing traditional 

watermarking techniques. Figure 3, shown above depicts the 

embedding process of the proposed model. To verify the 

ownership of the image shared by the sender, at the receiver 

the input image has to be preprocessed first to denoise it and 

restore the image quality. On the preprocessed image, the 

applied curvelet transform was to generate fine and detailed 

coefficient values. Further, on the fine coefficient values 

, applied integer wavelet transform to obtain 

integer-to-integer sub-band coefficient value. On the 

mid-frequency  sub-band, singular value matrix 

decomposition is applied to embed the authentication key 

 in the S matrix. Then inverse SVD is performed which 

gives out a modified  sub-band. To detect watermark 

data generated by partitioning owner biometric image into 

2×2 blocks and performing the Schur decomposition 

method on the spatial domain of each block. From the upper 

triangular matrix D average value are computed and the six 

most significant bits of each block are selected as watermark 

bits .  On the   sub-band of the cover image, divide into 

2×2 blocks and apply the Schur decomposition method on 

each block. The watermark bit is embedded in the 2LSB 

of the diagonal matrix of the cover image. Inverse Schur 

decomposition is performed and all the blocks are combined 

and inverse integer wavelet transform is performed which 
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produces a modified approximate coefficient. On the 

approximate coefficient, high entropy region is computed 

on every 8×8 block to embed the recovery watermark. At 

last, the vision feature is embedded in the high entropy 

region and the inverse curvelet transform is applied which 

gives out the final watermarked image. 

Figure 4, depicts the watermark extraction process which is 

the inverse of the embedding process. On the watermarked 

image curvelet transform is applied and further integer 

wavelet transform is applied on the approximate coefficient 

. From the mid-frequency , the primary 

authentication key  is extracted from the singular value 

decomposition diagonal matrix . To validate the 

authentication key owner biometric image ‘b’ is chosen 

from the owners' database and the low-frequency  

sub-band is generated by applying a 1-level discrete wavelet 

transform and eigenvalue or principal component  

generated from the SVD method. Match both the extracted 

original authentication key and watermarked authentication 

key. If the key matches proceed further with the extraction 

process otherwise no extraction process. To verify tamper 

detection, divide the 2×2 blocks and apply Schur 

decomposition on each block. From the diagonal matrix, 

extract the 6MSB from the 2LSB bit of each upper 

triangular pixel value. Using the owners' biometric image 

generate the average value of each 2×2 block of the Schur 

decomposition diagonal matrix. Compare both the MSB bit 

to verify whether the image is tampered with or not. If it has 

been tampered with, apply inverse Schur and integer 

wavelet transform. Then extract the feature maps from the 

high entropy region of 8×8 blocks of the approximate 

coefficient to locate the tamper region and recover it. 

Algorithm 

Process 1: Authentication watermark generation 

Eigenvalues are generated as authentication keys in order 

to authenticate the proof of ownership of the watermarked 

image . Authentication primary key is required to 

proceed further for extraction purposes. Only if the primary 

authentication key matches the extraction process done, else 

no extraction process. Some of the sample owner’s database 

images are mentioned in Figure 10. 

1. In order to improve image quality and eliminate 

noise, the owner’s biometric image ‘b’ is 

preprocessed using an adaptive median filter. 

2. Apply 1- level Discrete wavelet transform to the 

preprocessed image to extract important data.  

                    (12) 

3. At last, the principal component   generated from 

the LL band,       

 [  = SVD(                                          (13)            

 =                                                            (14) 

 

Figure 5: Discrete wavelet transform (Owner’s database) 

Process 2: Tamper detection data generation 

1. From the owner biometric image ‘b’, the tamper 

detection watermark is generated by splitting the 

image into 2×2 blocks. 

          block size                                           (15) 

               where n × m represents a dimension of the image. 

2. For each block, Schur decomposition technique is 

applied 

  i=1,2….. n, m            (16) 

3. Compute average value  of each block  and 

6MSB are chosen as tamper detection watermark 

data. 

                                                  (17) 

Process 3: Recovery Watermark generation  

1. Fine-tune the training data  with a trained ViT 

transformer. 

2. Split the image into n number of patches of fixed size  

3. Flattened the image patches into a sequence. 

4. Perform linear dimensional embeddings from the 

flattened image patches 

5. Add positional embeddings and class tokens 

6. Feed the sequence as an input to the transformer 

encoder 

7. Compute multi-head attention weight values in the 

transformer block. 

8. Combining all the attention heads output and fed as 

input to MLP classifier to attain encode feature maps 

 of the image 

 

       
            a)                             b)                           c)    

  

     
                    d)                         e)                           f) 

 
Figure 6: a) cameraman image, (red color marked portion patches 

shown in b), b) visualization of the patch, c) visualization positional 

embedding d) Lena image (red color marked portion patches shown 

in e), e) visualization of patch f) visualization positional embedding 
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Process 4: Watermark Embedding 

1. Preprocess the cover image ‘C’ to remove noise 

and enhance the visual quality. 

2. On the preprocessed image, the approximate 

coefficient and detailed coefficient 

obtained by applying curvelet 

transform      

                (18) 

3. On the approximate coefficient , high and 

low-frequency sub-band are obtained by applying 

Integer Wavelet Transform.      

                             (19) 

4. Embedding matrix  generated by applying the 

singular value decomposition method on the 

mid-frequency sub-band. 

              [  = SVD (                                          (20) 

5. The authentication key   is embedded in the 

singular value of the cover matrix and the 

inverse singular value decomposition method is 

applied to get back modified . 

                                                            (21) 

                                            (22) 

         where α=0.04 is the robust strength factor in our 

case. 

6. Split low-frequency sub-band coefficient  into 

2×2 blocks , where, i represents the number of 

blocks, i =1,2…n 

7. Apply Schur matrix decomposition on the blocks 

 

            [  = Schur (                             (23) 

8. Replace the 2-LSB bit of each pixel in the cover 

image block  by a 6MSB bit of average 

eigenvalue . 

9. At last, apply inverse Schur decomposition and 

integer wavelet transform  

     )                                 (24) 

                        (25) 

10. All the blocks are combined to form modified 

sub-band 

                                                             (26) 

11. To embed the recovery watermark , approximate 

coefficient values  of the curvelet transform are 

divided into 8×8 blocks. 

12. The entropy region of each block  is computed 

and high entropy regions are selected for embedding,  

      = -                             (27) 

13. Embed the Vision transformer feature maps  in high 

entropy regions based on the adaptive strength factor. 

14. All the blocks are combined which produces a 

modified curvelet transform 

      WM=  * SF                                         (28) 

15. Finally, inverse curvelet transform is performed to 

produce a watermarked image. 

    = ICT (WM)                                                         (29) 

Process 5: Extraction Process 

1. On the watermarked image   primary    authentication 

key has to be verified , 

If key matches  

Then proceed with the extraction process 

Else  

unauthentic and no extraction process. 

2. Apply curvelet transform on the watermarked image 

 

                 (30) 

3. On the approximate coefficient values, apply 1st-level 

IWT  

                                    (31) 

4. Apply SVD on the mid-frequency sub-band   

    [  = SVD (                                         (32) 

                                                                 (33) 

5. Extract the principal component from  band 

  [  =                                            (34) 

   =                                                            (35) 

6. Verify image authentication as    

                                                              (36) 

If A=0 

Authentic 

Else  

Unauthentic then detect the tampered region as 

shown in steps 8-14 

7. When the authentication process is valid, verify the 

tamper detection field from the low-frequency  

sub-band by partitioning it into 4×4 blocks   

8. On each block , apply Schur decomposition in order 

to extract the tamper detection watermark bit  

                         (37) 

9. Extract 2LSB bit to verify every block by comparing it 

with the corresponding original 6MSB of the biometric 

image 

10. Detect the tampered region, by matching the original 

6MSB and the extracted 6MSB. 

If matches 

Declare as not tampered 

Else 

Tampered and extract feature maps 



How to Format Your Paper for JIAS 115 

11. Apply the inverse schur decomposition method on 

each block , then combine all the blocks to 

obtain   

12. To get back the approximate coefficient values  

     = IIWT                     (38) 

13. To locate and recover the tampered region, the high 

entropy region is calculated using Eq.27 and repeat 

steps 10 & 11 as given in (Process 4) for each block 

 in  block. 

14. Extract the vision feature map watermark  from 

the selected high entropy region ,  

        EWM=  / SF                                  (39) 

15. Using the extracted feature maps localization of 

tampered region and recovery is performed. 

 

 

Fig. 7. 1-level Integer wavelet transform (chest CT-Scan & Lena 

image) 

V. EXPERIMENTAL RESULT 

The proposed model is evaluated against various attacks to 

verify the robustness and fidelity of the watermarked image. 

The fidelity of the image is checked by a quality metric 

named Peak-signal-to-noise-ratio (PSNR) and structural 

similarity index (SSIM). Whereas robustness is verified by 

the Normalized correlation coefficient (NCC) and Bit error 

rate (BER). The proposed model is validated for various 

noise attacks, median filter attacks, and geometric attacks. 

 

A. Dataset Description 

For generic images, we have used a benchmark dataset 

where some of the sample images are shown below in 

Figure 9. For medical images, we used the Kaggle chest 

CT-scan Dataset [41] to demonstrate the efficiency of the 

proposed watermarking scheme. In order to train the vision 

pre-trained transformer by combining our benchmark and 

Kaggle dataset and fine-tuning the model. The Chest 

CT-scan dataset has 1000 images and due to the minimal 

number of benchmark dataset images, we have augmented 

the image with various manipulation like rotation, splicing, 

and flipping. The additional advantage of augmenting the 

dataset is the feature maps will be invariant against those 

augmented attacks. We performed the experiments on 

images in terms of PSNRs, and NCCs metrics with our 

proposed scheme. Figure 8 and Figure 9 represents a few 

sample images from the dataset, and Figure 10 represents a 

few owner sample database images. 

     
 

                                               A)                                    B)                                    C)        
                                  

                                 
                         
                              D)                                     E) 

Fig. 8. Sample images of the Chest CT-Scan dataset 
 

                         
 

                        F)                                         G)                                         H)        

                            

                
 

                                                                             I)                                     J) 

 

Fig. 9. Sample benchmark dataset 
 

                          
   

                                                                  K)                              L)                                     M)       

                                                             

                       
 

                   N)                                          O)   

 
Fig. 10. Owner database K) fingerprint L) VIT Logo1 M) Silver 

Jubilee Tower N) VIT Logo2 O) VIT Logo3 

B. Performance Analysis 

The performance of the proposed model is evaluated using 

various metrics in order to measure the imperceptibility and 

robustness.  

1) Imperceptibility  

PSNR and SSIM metrics are generally employed to 

measure the similarity between original and watermarked 

images in terms of Imperceptibility. 

PSNR (Peak Signal-to-Noise Ratio) [42]: PSNR metric 

which compares the similarity or distortion rate of the 

extracted watermarked image with the original 

watermarked image. The watermarked image is said to be 

of acceptable quality if the scoring rate is more than 25 to 

30 dB. The PSNR is determined by using the following 

formula: 
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       PSNR = 1  )         (39) 

where M and N are the numbers of rows and columns in the 

input images.  

Structural similarity index (SSIM): The SSIM measures the 

similarity index between watermarked image and the 

original image using the below Eq.4. and also, the distortion 

rate will be calculated. If the value is near 1, SSIM becomes 

effective.  

SSIM =                                      (40) 

where x and y are the original images and the watermarked 

image, μx and μy are, respectively, the local means 

of x and y, σx is the variance of x whereas σ2 is the 

variance of y, c1, and c2 are two variables used to stabilize 

the division with weak denominator. 

2) Robustness 

The robustness of the extracted watermark against various 

attacks is measured using the Normalized Correlation 

Coefficient (NCC) and Bit Error Rate (BER). If the value is 

between 0 and 1, if it is nearer to 0 it is in the acceptable 

range. 

Normalized Correlation Coefficient [10]:  NCC measures 

the robustness between the original watermark and 

extracted watermark. NCC can be calculated using below 

shown equation: 

NCC =                                (41) 

where W and W' are the binary original and extracted 

watermark images, and nL and nK are the width and length 

of the host image, respectively. 

Bit error rate (BER) [10]: BER is employed to measure the 

number of watermark bits extracted during watermark 

extraction divided by the total number of bits embedded. 

  BER=  = 100        (42) 

C. Attacks analysis 

Attacks on a multimedia image may happen either 

intentionally or unintentionally. The efficiency of the 

vision transformer model is validated against 

various attacks on a watermarked image and determines the 

image's robustness and imperceptibility. There are several 

types of attacks: 1) No attacks, 2) Image processing attacks 

(salt and pepper noise, gaussian noise, speckle noise, 

poison noise), 3) Geometric attacks (cropping, filtering 

(median filter, average filter), rotation, scaling, translation). 

1) No attacks: The performance of embedding on the 

cover image is evaluated in terms of sensitivity and 

robustness if there are no attacks on the watermarked 

image. Using the sample benchmark image from Table 

1, evaluate the performance of the PSNR, and NCC. 

We have shown the imperceptibility of original and 

watermarked images for five sample images. The 

PSNR value ranges from 61 dB for the minimum to 50 

dB for the maximum. 

 

Table 1: Performance measured using PSNR and NCC 

for no attacks 

Attacks Original Image 
Watermarked 

Image 

Performance 

Measures 

N
o
 A

tt
a
ck

s 

 

 
 

 

PSNR=61.24 dB 

NCC=0.999 

 

 
 

 

PSNR=59 dB 

NCC=0.99 

 

 
 

 

 

 

PSNR=58.5 dB 

NCC=0.998 

 

 
 

 

 

PSNR=58 dB 

NCC=0.99 

 

 
 

 

 

PSNR=59.2 dB 

NCC=0.999 

2) Image Processing attacks: Various image processing 

unintentional attacks such as Salt and pepper noise (SP) 

with various densities, Gaussian noise (G) with a variance 

value, Speckle noise, and Poisson noise (P) are considered 

to evaluate the performance in terms of imperceptibility 

and robustness. Intentional attacks such as Median 

filtering (M) of sizes 3×3, and 5×5 and average filtering of 

3×3 & 5×5, Content removal with tampering rates of 10%, 

and 30% respectively, splicing attacks, and Rotation 

attacks with various degrees. All the above attacks are 

considered to evaluate the performance of the proposed 

approach. 
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Table 2. Performance evaluated against Intentional 

and unintentional attacks (image processing attacks) 

Unintentional Attacks 

Attacks 
Attacked 

Image 

Tamper 

Detection 

Accuracy 

Recovered 

Image 

Performa

nce 

Measure 

SN 

(density=

0.02)  
 

TDA=99.9  

PSNR=6

1.9 dB 

NCC=0.9

99 

Salt and 

Pepper 

Noise 

(density=

0.05)   
TDA=99 

 

PSNR=6

0.02 dB 

NCC=0.9

93 

Salt and 

Pepper 

Noise 

(density=

0.09)  
 

TDA=98.2  

PSNR=5

9.96 dB 

NCC=0.9

9 

Salt and 

Pepper 

Noise 

(density=

0.1) 
 

 
TDA=99  

PSNR=5

8.01 dB 

NCC=0.9

91 

Salt and 

Pepper 

Noise 

(density=

0.5)  
 

TDA=99.01  

PSNR=5

6.01 dB 

NCC=0.9

92 

Gaussian 

Noise 
(α = 0.01) 

 
 

TDA=100  

PSNR=

59 dB 

NCC=
0.999 

Gaussian 

Noise 

(α = 0.05) 
 

 
TDA=99.7 

 

PSNR=

58.05 

dB 

NCC=

0.991 

Gaussian 

Noise 

(α = 0.09) 

 TDA=99.01  

PSNR=

57 dB 

NCC=

0.99 

Gaussian 

Noise 

(α = 0.5) 
 

 
TDA=99.8  

PSNR=

54.93 

dB 

NCC=

0.99 

Speckle 
Noise 

(α = 

0.02) 
 

 
TDA=99.40 

 

PSNR=
58 dB 

NCC=

0.999 

Speckle 

Noise 

(α = 

0.05) 
 

 
TDA=98  

PSNR=57.

97 dB 

NCC=0.98

6 

Speckle 

Noise 

(α = 

0.09) 
 

 
TDA=98  

PSNR=57.

5 dB 

NCC=0.97

2 

Poisson 

 
 

TDA=99.99  

PSNR=55 

dB 

NCC=0.98 

Intentional Attacks 

Attacks 
Attacked 

Image 

Tamper 

Detection 

Accuracy 

Recovered 

Watermark 

Image 

Performanc

e Measure 

Median 

Filter 

(3 × 3) 
 

 
TDA=98.

24 
 

PSNR=52 

dB 

NCC=0.97 

Median 

Filter 

(5 × 5) 
 

 
 

TDA=96  

PSNR=54.2 

dB 

NCC=0.97

3 

Average 

Filter 

(3 × 3)  
 

TDA=96  

PSNR=52.5 

dB 

NCC=0.98 

Average 

Filter 

(5 × 5) 
 

 
 

TDA=96  

PSNR=52.0

2 dB 

NCC=0.98 

Content 

removal 

(10%) 
 

 
TDA=99.

9 
 

PSNR=58.5 

dB 

NCC=0.99 

Content 

removal 

(30%) 

 

 
TDA=99.

9 
 

PSNR=57.5 

dB 

NCC=0.99

1 

Splicing/ 

Cropping 

Attack 

10% 

 

 
TDA=98.

95 
 

PSNR=56.7 

dB 

NCC=0.99

9 

Splicing 

Attack 

50% 
 

 
TDA=99  

PSNR=52 

dB 

NCC=0.99

9 

Rotation 

25º 

 

 
 

TDA=99 

 

 

PSNR=

58.7 

dB 

NCC=

0.98 

Rotation 

45º 

 TDA=99  

PSNR=

58.01 

dB 

NCC=

0.999 

Rotation 

65º 

 

 
TDA=99  

PSNR=

57 dB 

NCC=

0.98 
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Fig. 11. Comparison of the PSNR metric of the proposed 

algorithm with the existing algorithm [27] 

 

 
Fig. 12. Comparison of NCC metric of the proposed 

algorithm with the existing algorithm Tiwari, A et al. [27] & 

Su, Q [19]  

 

 

 

Fig. 13. Performance of the proposed algorithm for various 

noise - NCC values 

 

Fig. 14. Performance of the proposed algorithm for 

various noise - PSNR values  

We also evaluate the performance of the proposed hybrid 

algorithm with the existing lifting wavelet transform [27]  

and the result is shown in figure 11. Compared with the 

existing model hybrid watermarking algorithm has highly 

improved the imperceptibility as well as efficiency of the 

proposed algorithm. The efficiency of the proposed system is 

illustrated in figure 12 which compared the existing lifting 

Tiwari, A et al. [27] and schur decomposition method 

Qingtang Su et al. [19]. The efficiency of the proposed 

system is nearly closer to the existing Tiwari, A et al. [27] but 

the imperceptibility is higher than the Tiwari, A et al. [27] 

system. The result shown in table 2 and figure 14 illustrate 

salt & pepper noise attains high imperceptibility than speckle 

noise where speckle and salt & pepper noise is a little higher 

imperceptibility compared with Gaussian and Poisson noise. 

Figure 13 describes the efficiency of the algorithm against 

Salt & Pepper, Gaussian, and speckle noise from which it is 

observed that salt & pepper and gaussian noise are nearly 

close to 1 than speckle noise. In table 2 intentional attacks, 

content removal, median filter, average filter, copy-paste, and 

rotation attacks have achieved high tamper detection 

accuracy and recovery of the tampered image has shown 

better result with high imperceptibility and efficiency of 

about 0.999. From these results, it is inferred that the 

proposed algorithm can resist unintentional attacks as well as 

intentional attacks based on the tampering ratio. 

 

 

 

 

 

 

 

 

 

 

 

 

 



How to Format Your Paper for JIAS 119 

Table 3.  PSNRs, and NCCs comparison between proposed 

and existing algorithm  

Images Su, G. D [2] Han, B [43] Proposed 

PSNR NCC PSNR NCC PSNR NCC 

Medical  

Image A 

42.01 0.9999 12.7889 0.87595 59 0.991 

Medical  

Image B 

39.15 0.9998 16.637 0.87595 58.01 0.999 

Benchmark 

Image F 

44.25 0.9996 21.8267 00.81363 58.5 0.998 

Benchmark 

Image G 

45.08 0.999 21.3456 0.87509 56.01 

 

0.999 

Benchmark 

Image H 

43.57 0.9998 28.1822 0.87823 57.97 0.986 

 

Table 4. Comparison with Proposed Vs state-of-the-art 

watermarking techniques  

Algorithm Objective Watermark 

generation 

method 

Tamper 

detection 

Network 

Training 

Fragile 

Watermark 
[44] 

Medical 

Image 
Tamper 

Localization 

Block 

average 
values 

Turtle shell No 

Zero 

Watermarking 

[11] 

Medical 

image 

security 

VGG16-DFT XOR Yes 

CNN + 

Attention 

[45] 

Tamper 

detection on 
normal 

images 

No Local 

Interpretable 
Model-agnost

ic 

Explanations 

(LIME) 

Yes 

Proposed Image 

security 

Vision 

Transformer 

Entropy, 

CT-IWT 

Yes 

 

 

Table 5. Comparison of performance of the dataset  

Model Dataset Algorithm Accuracy Recall 

Proposed 

Medical 

Images 

+ 

Benchmark 

Vision 

Transformer 
88% 0.94 

Siteforge 

[45] 
CASIA 2.0 

DCNN + 

Attention 
94.7% 0.98 

 

Table 3, depicts the comparison of performance evaluation 

in terms of imperceptibility and robustness of the existing 

and the proposed algorithm. Table 4 describes the 

state-of-art algorithms of the proposed and existing systems. 

Table 5 shows the performance of the vision model on the 

benchmark and medical dataset was vision model has 

attained less accuracy compared with the real CASIA 

dataset. To improve the accuracy of the vision model, need 

to be trained with more features. 

VI. CONCLUSIONS AND FUTURE WORK 

The proposed vision transformer-based feature is embedded 

in the hybrid watermarking domain and attained high 

robustness with less distortion rate efficiently. A hybrid 

combination of curvelet integer wavelet transform has given 

a multi-directional invariant domain where the watermark is 

embedded in the singular coefficient values. The advantage 

of the matrix decomposition method is: when the watermark 

is embedded in the singular values matrix not vulnerable to 

any attack which increases the robustness of the proposed 

system. We fine-tuned the pre-trained vision transformer 

model on the medical and benchmark dataset which attained 

an accuracy of 88%. The feature maps are embedded in the 

high entropy region of the curvelet transform which added a 

value to improve the imperceptibility of the image. The 

PSNR and NCC value of the proposed model has attained a 

maximum of 61.9 dB and 0.999. Vision features maps have 

achieved better performance in tamper localization and 

recovery. In the future, this work can be extended using 

Multiple attentions for feature map generation and it can be 

embedded in the adaptive location using hybrid transforms. 
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