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Abstract: In this paper, a novel hybrid Swin-T transformer 

based automatic text summarization model is proposed for both 

short and long documents. It involves various phases namely  

data acquisition, preprocessing, Word to Vector conversion, 

semantic feature extraction using Swin-T transformer, 

clustering the similar sentences using K-medoid clustering and 

finally ranking the sentences and summary generation using 

Bi-directional Gated Recurrent Unit (Bi-GRU). This setup 

outperforms the existing state-of-the-art systems in terms of 

evaluation score named ROUGE score such as ROUGE 1, 

ROUGE 2 and ROUGE L for the short benchmark datasets as 

well as a long user created arXiv dataset.  

 
Keywords: Swin-T Transformer, K-Medoid, Bi-directional 

Gated Recurrent Unit, Semantic Feature Extraction, ROUGE, 

Word2Vector.  

 

I. Introduction 

Nowadays, we adore rapid access to vast quantities of data 

from the online social media through tweets, news articles, 

blogs, reports, etc. However, the majority of the information 

accessed is unnecessary, unimportant, and might not 

accurately reflect the required information. This unnecessary 

junk make it difficult to filter and time consuming when a 

specific information is searched on an online social media. 

The automatic text summarization (ATS) capable of mining 

information that is useful but excludes material that is 

pointless and superfluous. Text summarization is a strategy 

for distilling lengthy texts into a clear, accurate summary 

without losing the general meaning or the information they 

contain. The goal of automatic text summarization is to reduce 

the length of documents' contents into shorter versions of 

them. Manual text summarization could be time-consuming 

and expensive. [1]. These hitches can be overwhelmed using 

an Automatic text summarization approach and facilitate to 

produce the key concepts in a portion of script contentedly [2]. 

The current expansion of non-structured textual data in the 

digital sphere necessitates the creation of automatic text 

summary technologies that make it simple for users to draw 

conclusions from them. Implementing summarization can 

make documents easier to read, save time spent looking up 

information again, and allow for the fitting of more 

information into a given space. 

According to International Data Corporation (IDC), the 

amount of digital data that is transmitted globally each year 

will increase from 4.4 zettabytes in 2013 to 180 zettabytes in 

2025. Because there is so much data floating around in the 

digital world, algorithms that can automatically condense 

longer texts and provide precise summaries that effectively 

convey the intended messages must be developed. 

Additionally, using text summarization shortens reading 

sessions, speeds up information research, and expands the 

amount of information that can fit in a given space. 

Generally, text summarization techniques are classified into 

two types on the basis of output or summary generation 

namely, (i) extractive and (ii) abstractive [3]. As the name 

implies, an extractive summarization involves extracting only 

the keywords or key sentences from the text document 

without any modifications. The extractive summarization 

encompasses the following steps such as, text input and its 

intermediate representation, sentence score calculation and 

the extraction of sentences [4, 5]. On the other hand 
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abstractive summarization involves paraphrasing i.e., instead 

of extraction it dealt with word or sentence rephrasing and 

thereby generating the summary of new words [6, 7]. Most of 

the research has dealt with abstractive text summarizations as 

it seems to be the best way of generating a summary.  

Based on the source documents size for summary 

generation, text summarization is classified as 

single-document, where a single document is given as input or 

multi-document, where a set of documents are given as input 

for producing the summary.  This single document and 

multi-documents can be further defined with long documents 

[8] or short documents [9]. The extractive summarization 

techniques are performed using supervised [10], unsupervised 

[11] and hybrid [12] techniques. In supervised, the labelled 

data is used for training and thereby produces a summary, 

whereas, in an unsupervised systems, no labelled data is used 

for summary generation. Thus, from the study it is clear that 

extractive summarization is not only simple but also faster 

than the abstractive [13] with good accuracy [14] qualities of 

extractive summarization are measured using ROUGE Score, 

Precision, Recall and F1 Score.  

Long document summarisation is an open problem in NLP. 

Here we review previous attempts on the problem and then we 

proceed to introduce our own modified Swin Transformer and 

Word2Vec for long documents summarization which attempt 

to use a Large Language Model based on the transformer 

architecture. 

We are focusing on neural “abstractive” summarization of 

long documents. First we will go through some of the 

challenges in doing long-form document summarisation. 

 

a) One of the biggest problems related to ‘context’. A 

language model can only capture some amount of context. 

And the size of ‘context’ required for doing correct 

summarization is very large in case of long documents.  

 

b) Another problem is the fundamental limit of popular 

language models, i.e. they only accept a maximum number of 

words as input. So long documents exceeding that maximum 

amount can’t be directly fed into the model for inference. 

 

c) Previous approaches that used RNN and LSTM based 

models suffered from the ‘Long term dependence problem’, 

so an ‘abstractive’ summary couldn’t be generated for long 

documents. 

Here, in this article, we are concentrating on the long 

document summarization. 

The rest of the article is presented as follows: Section II 

delivers a detailed literature. The proposed methodology is 

demonstrated in section III. The Experimental Analysis 

section IV validates the proposed system through various 

short and long documents benchmark datasets. Finally, 

Conclusions were given in section V. 

II. Literature Survey 

This section provides an overview of the field of long text 

summarization, including the various techniques and models 

that have been developed to tackle the challenges of 

summarizing long texts. It covers both traditional methods, 

such as rule-based systems, and more recent deep learning 

techniques. It also discusses the current limitations of long 

text summarization models, such as information loss, 

inaccuracies, limited context, and difficulty in preserving 

coherence. Additionally, it highlights the evaluation metrics 

used in the field to assess the quality of generated summaries. 

The survey concludes with a discussion of future directions 

for research in long text summarization and the potential for 

further improvement of the current models. Overall, the 

survey provides a comprehensive overview of the current 

state of the art in long text summarization and its various 

applications. Sotudeh et al., proposed a Bi-directional LSTM 

for encoder, and LSTM for decoder. It uses two encoders for 

different parts of a document that easily captures different 

contexts. But, LSTMs have the long-term dependence 

problem. This system achieves the various Rouge scores as 

Rouge-1 = 52.47, Rouge-2 = 40.11, and Rouge-L = 51.39 [15] 

Su D et al., proposed a fine tuning BART model (Sequence to 

Sequence denoising autoencoder). Through the process of 

denoising, the corrupted text can be identified also the model 

learns which parts of the text are to be in context. As it is a 

denoising autoencoder, the right context that is learnt depends 

on the amount of corruption in the original text. The Rouge 

scores obtained by this model are Rouge-1 = 52.47, Rouge-2 

= 40.11, and Rouge-L = 51.39 [16].  

Ngamcharoen et al. suggested using overlapping words from 

the source text and the reference summary as the ground truth 

for a bi-directional long short-term memory model, with the 

first set representing words from the source text and the 

second set representing words from the reference summary. 

ROUGE-1 F1 is 0.0301, while ROUGE-2 F1 is 0.0140, 

according to the tests' findings on the ThaiSum dataset [17]. 

 Cachola et al., uses a Transformer based denoising 

autoencoder BART pretrained on XSUM dataset helps in 

doing abstractive summarization. It has the same issue as 

discussed in the above case, about corruption of input corpus. 

The obtained Rouge scores are Rouge-1 = 43.8, Rouge-2 = 

20.9, and Rouge-L = 35.5 [18]. S. Wang et al., introduced a 

two-phase approach towards long text summarization named 

EA- LTS. Extraction, involves the use of a hybrid sentence 

similarity measure, whereas the Abstraction, involves the 

construction of a recurrent neural network. The use of the 

hybrid sentence similarity measure, is said to result in 

improved accuracy and validity compared to existing state- 

of-the-art methods. The proposed recurrent neural network 

based encoder- decoder and attention mechanisms may not be 

suitable for all types of long texts and may need to be adjusted 

for different domains and genres.  The obtained Rouge-1, 

and Rouge was 33.9 and 2.11 respectively [19]. 

Ahmed Magooda et al., proposed a Bidirectional Attention 

that can capture more semantics from the contexts. On the 

otherhand, there is a token limit to the model. This model 

attains a Rouge-1 = 39.36, Rouge-2 = 17.17, and Rouge-L = 

26.78 [20]. 

Sarkhel et al., introduced a novel Multi level summarizer 

model. The biggest advantage is that the encoder layer kernels 

are handwritten according to the domain. The kernels are 

hardcoded so that means they can’t be learnt. The Rouge 

scores attained are Rouge-1 = 45.99, Rouge-2 = 35.97, and 

Rouge-L = 40.89 [21]. 

Hernández-Castañeda, Ángel, et al proposed a sentence 

extraction-based query-oriented text summarization method is 

suggested. The text's most informative sentences are found 

and chosen to be included in the summary using the extractive 
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summarising approach. A collection of pertinent attributes is 

retrieved from the text in order to identify sentences that 

contain important information. The most informative 

sentences are more precisely recognised, the extracted 

sentence attributes are more relevant, and the quality of the 

resulting summary is improved [22]. 

In [23] authors used the BBC news dataset from Kaggle for 

their research project in an effort to as closely imitate the use 

of voice data as feasible. We attempt to address the 

summarization issue using the Bi-LSTM machine learning 

model. They also highlight the distinction between text 

summary at the sentence and paragraph levels. The findings of 

our model were then compared to those of both of these 

methods, and it was discovered that our model fared far better 

in the situation of sentence-level text summarization. 

Yao, Kaichun, et al proposed a Abstractive text 

summarization works well with recurrent neural 

network-based sequence-to-sequence attentional models. This 

study models abstractive text summarization using a dual 

encoding paradigm. The suggested approach uses both 

primary and secondary encoders, unlike earlier works. The 

secondary encoder models word importance and creates finer 

encoding depending on input raw text and output text 

summary. The decoder uses the two-level encodings to 

provide a more diversified summary that reduces repetition 

for long sequence generation. Our dual encoding model 

outperforms previous methods on two demanding datasets 

[24]. 

In [25], Ma et al., introduced a Data mining in information 

retrieval and natural language processing has accelerated in 

the age of social networks, necessitating automatic text 

summarization. In social network summarization, pretrained 

word embedding and sequence to sequence models can 

extract important information with strong encoding. These 

models must now address long text dependencies and use 

latent topic mapping. T-BERTSum is a topic-aware extractive 

and abstractive summarization model based on Bidirectional 

Encoder Representations from Transformers. (BERTs). The 

suggested method may simultaneously infer topics and 

summarise social texts, improving on earlier methods. To 

generate the topic, the neural topic model (NTM) matches the 

embedded BERT representation with the encoded latent topic 

representation. Second, the transformer network learns long 

term dependencies for end-to-end topic inference and text 

summarization. Third, LSTM network layers are stacked on 

the extractive model to gather sequence timing information, 

and a gated network filters the effective information on the 

abstractive model. A two-stage extractive–abstractive model 

shares the information. TBERTSum employs pretrained 

external knowledge and topic mining to improve contextual 

representations compared to previous work. Our model 

generates consistent topics and delivers new state-of-the-art 

outcomes on CNN/Daily mail and XSum datasets. 

Saraswathi, R. Vijaya, et al suggested a systems where the 

Common people find it harder to interpret consumer reviews 

on apps and websites as customers give varied product/service 

reviews. Despite the time involved, some people are too lazy 

to read reviews before making a decision. No one can read 

every review. Thus, a text summary model would streamline 

this process. A text summary removes irrelevant or 

unimportant information from a lengthy work. LSTM-based 

text summarizers automatically summarise reviews. Separate 

and vectorize input sentences. Material summaries reduce big 

texts while maintaining context. Readability is key. We want 

to build a model that summarises food reviews. This helps 

meal orderers learn about their dish [26]. 

[27] Internet text resources have increased the requirement for 

automatic document summarising technologies. However, 

summarising tools must be improved. This work presents 

Karcı summarizing, a unique method for extractive, generic 

text summarising. In a novel document summarising method, 

Karcı Entropy was applied. The suggested system requires no 

information source or training data. KUSH (called after its 

creators, Karcı, Uçkan, Seyyarer, and Hark) was added at the 

input text stage to maintain semantic consistency across 

phrases. The Karcı Entropy-based approach selects the most 

effective, generic, and informative sentences in a paragraph. 

Karcı Summarization was tested using open-access document 

text (DUC-2002, DUC-2004) datasets. RecallOriented 

Understudy for Gisting Evaluation measures measured Karcı 

Summarization's performance. (ROUGE). The suggested 

summarizer surpassed all state-of-the-art approaches for 

200-word summaries in ROUGE-1, ROUGE-2, ROUGE-L, 

and ROUGE-W-1.2 measures. On the DUC-2002 dataset, the 

suggested summarizer outperformed the closest competitors 

by 6.4% for ROUGE-1 Recall. These results show that Karcı 

Summarization is promising and should interest scholars. We 

demonstrated excellent adoptability. KUSH text processing 

made the approach insensitive to disordered and missing 

texts. 

[28]. Redundancy in extractive text summarization is its 

biggest drawback. Over the past two decades, many extractive 

text summarising approaches have been presented, but 

redundancy has been neglected. This work proposes a vector 

space model-based text summarising method that uses topic 

modelling and semantic measuring to determine the best 

summary of the text. Our main goal is to reduce 

summarization redundancy by using just phrases that indicate 

the most themes in the text source. By expressing phrases in a 

vector space 

model and topic modeling, we obtain the document's subject 

vector. To improve efficiency, we use the semantic similarity 

measure to determine sentence relevance. We present two 

methods for creating topic vectors from a document: 

combined and individual. Evaluation results on two datasets 

reveal that both variants (Combined and Individual topic 

vector techniques) of the proposed method provide summaries 

closer to human-generated summaries than existing text 

summarising methods. 

[29]. Text summary condenses papers while retaining their 

essential information. Although there are a few datasets 

created for summarization tasks, most of them lack 

human-generated goal summaries, which are crucial for 

summary generation and evaluation. The majority of text 

summarization research has focused on supervised learning 

solutions. Thus, our work produced an abstractive and 

extractive summarization dataset. This dataset includes 

academic papers, author abstracts, and two-size excerpts 

created by human readers in this research. To verify human 

extract manufacturing, the extracts were tested. On the 

suggested dataset, the extractive summarization problem was 

revisited. To provide summaries that were more informative, 

the feature vector was studied. To that purpose, a thorough 

syntactic feature space was created for the proposed dataset, 

and its impact on summary informativeness was examined. 

GloVe and word2vec embeddings also contain semantic 
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information. Finally, a long short-term memory-based neural 

network model used ensembled feature space to combine 

syntactic and semantic information. ROUGE metrics assessed 

model summaries and found that the suggested ensemble 

feature space greatly enhanced syntactic or semantic feature 

single-use. The suggested approach's summaries on 

ensembled features outperformed or matched state-of-the-art 

extractive summarising algorithms. 

[30]. Semantic Role Labeling (SRL) and Explicit Semantic 

Analysis are combined in the research article 

"SRLESA-TextSum: A Text Summarization Method Based 

on SRL and Explicit Semantic Analysis" to create a novel 

method for text summarization (ESA). The suggested 

approach uses ESA to determine the semantic similarity 

between sentences and choose the most informative ones for 

the summary after first using SRL to determine the functions 

of words in the source text. The authors test their strategy 

using the DUC-2004 and DUC-2005 datasets, compare it to 

existing summarising strategies, and demonstrate that it 

performs better than the alternatives in terms of ROUGE 

scores and human evaluation. The authors draw the 

conclusion that their 

approach points the way forward for fruitful future study in 

the area of automatic text summarization. 

[31]. An innovative approach for extractive text summarising 

that combines fuzzy evolutionary algorithms and clustering 

techniques is put forward in the research article "An Strategy 

for Extractive Text Summarization utilising Fuzzy 

Evolutionary and Clustering Algorithms." The suggested 

method employs a clustering algorithm to organise these 

phrases into coherent and representative summaries after 

selecting the key sentences from the original material using a 

fuzzy genetic algorithm. The authors test their strategy using 

the DUC-2002 dataset and compare it to existing summarising 

methods, demonstrating that their method outperforms the 

others in terms of ROUGE scores and human judgement. The 

authors draw the conclusion that their approach offers a 

promising avenue for further study in the area of automatic 

text summarising and is applicable to real-world tasks like 

document and news summarization. 

[32]. An overview of several text summarising strategies, 

including extractive, abstractive, and hybrid approaches, is 

given in the research article "A Review of Various Forms of 

Text Summarization with their Satellite Contents Based on 

Swarm Intelligence Optimization Algorithms." The usage of 

satellite content in the summarization process—such as 

keywords and named entities—is also covered by the authors. 

The research also investigates the application of swarm 

intelligence optimisation techniques, such as particle swarm 

optimisation, bee colony optimisation, and ant colony 

optimisation, for enhancing text summarization efficiency. 

The authors offer a thorough analysis of the body of 

knowledge in the area of automatic text summarization and 

point out a number of unresolved issues and potential future 

paths. Overall, the article is a useful tool for academics and 

professionals who are interested in text synthesis. 

[5]. SummCoder, an unsupervised framework for extracting 

text summarization based on deep auto-encoders, is proposed 

in the research article "SummCoder." A deep auto-encoder 

model initially represents source text sentences as dense 

vector embeddings. A big text corpus trains the model 

unsupervised. The authors then use a clustering method to 

group the embeddings and choose the most representative 

sentences from each cluster for the summary. Using the 

CNN/DailyMail and DUC-2002 datasets, the authors compare 

their summarization method to others and show that it 

achieves state-of-the-art ROUGE ratings and human 

evaluation. The authors conclude that their technique is 

promising for future study in automatic text summarising and 

beneficial for news and document summarization. 

[33]. The research article "Fuzzy Evolutionary Cellular 

Learning Automata Model for Text Summarization" presents 

a novel approach for extracting text summarising using fuzzy 

logic, evolutionary algorithms, and CLAs. Cellular learning 

automata are used to determine the most significant nodes in 

the graph of source text phrases. A fuzzy evolutionary 

algorithm is used to choose the most informative phrases from 

the detected nodes and provide a summary. For the 

DUC-2002 dataset, the authors compare their summarization 

method to others and find that it beats others in ROUGE 

scores and human evaluation. The authors conclude that their 

technique 

is promising for future study in automatic text summarising 

and beneficial for news and document summarization. 

[34]. Mahak Gambhir and Vishal Gupta's "Latest automated 

text summarising techniques: a survey" reviews current 

methods. The authors begin by emphasising the relevance of 

automatic text summarization in current times and then briefly 

describing its progress. The study then discusses 

extraction-based, abstraction-based, and hybrid automated 

text summarising algorithms. The authors analyse the pros 

and cons of each strategy and give examples of approaches 

developed utilising each. The study explores computerised 

text summarizing assessment measures and problems. Lastly, 

the authors address potential approaches in automated text 

summarising. 

[35]. In the research article "Hybrid Method for Text 

Summarization Based on Statistical and Semantic 

Treatment," a hybrid method for text summarization is 

suggested that combines statistical and semantic methods. 

The method identifies and groups phrases with similar 

semantic content using latent semantic analysis (LSA), and 

then utilises statistical techniques to rate the sentences and 

choose the most useful ones for the summary. The suggested 

method was tested against a variety of datasets and contrasted 

with previous summary methods, demonstrating its ability to 

generate excellent summaries while retaining key details from 

the original text. The authors draw the conclusion that their 

hybrid technique points the way towards fruitful future study 

in the area of automatic text summarization. 

[36]. The Bidirectional and Auto-Regressive Transformers 

(BART) model is suggested as a unique approach for 

abstractive text summarising in the research article 

"Abstractive Text Summarization Using BART." The 

suggested method makes use of the sequence-to-sequence 

architecture of BART and pre-trained weights to produce 

summaries that are similar to those written by humans and that 

effectively convey the meaning of the input text. The authors 

demonstrate the superiority of their methodology in terms of 

ROUGE scores and human evaluation by evaluating it on the 

CNN/DailyMail and XSum datasets and comparing it to other 

cutting-edge summarising algorithms. The authors come to 

the conclusion that their approach is a significant 

development in 

the area of abstractive text summarization and has the 

potential to be used in a variety of contexts. Tay et al., 
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presented a detailed study on efficient transformers and its 

various applications namely text summarization, generation, 

question and answering etc., [37].  

Recently, Joshi et al., proposed a new DeepSumm model that 

delas with extractive summarization using a sequence to 

sequence based  networks [38], whereas, Bani-Almarjeh, M., 

& Kurdy, M. B. proposed  an abstractive text summarization 

using RNN-based and transformer-based architectures for 

Arabic texts [39].  

 

A. Motivations and Contributions 

1) Motivations: 

In conclusion, the field of long text summarization 

has seen significant advances in recent years, with 

the development of various techniques and models. 

However, the task of summarizing long texts 

remains challenging, and current models still face a 

number of limitations, such as information loss, 

inaccuracies, limited context, and difficulty in 

preserving coherence. Despite these limitations, 

the use of deep learning techniques has shown 

promise in overcoming some of these challenges 

and producing more accurate and effective 

summaries. Further research is needed to improve 

the quality of long text summarization models, 

especially in preserving the context, tone, and 

human interpretation present in the original text. 

Nevertheless, the ongoing progress in the field 

shows great potential for the future of long text 

summarization and its various applications in 

various domains. 

2) Contributions:  

The major contributions of our proposed model is 

summarized as: 

1. A novel hybrid Swin-T Transformer and BiGRU 

have been introduced. 

2. The semantic similarity and extraction of sentences 

is achieved using Swin – T Transformer. We tried 

this and succeeded in the initial attempt. 

3. The word2Vec based word embedding are used for 

converting the given words to vector to make it 

suitable for Swin –T Transformer. 

4. The K-Medoid clustering are used to cluster the 

sentences. 

5. Finally, Bi-GRU are used to rank the sentences by 

assigning the score for the clustered sentences and 

produce summary from the top scored clustered 

sentences. 

 

III. Proposed Methodology 

The proposed methodology involves the following phases, 

Data Acquisition, Preprocessing, Semantic feature extraction, 

K-Medoid Clustering, Ranking and Summary Generation.  

 

A. Step 1: Data Acquisition 

1) CNN / Daily Mail  

Just over 300,000 unique news stories written by journalists 

for CNN and the Daily Mail make up the English-language 

dataset, especially in its combined CNN and Daily Mail form. 

The CNN and Daily Mail datasets are combined to provide 

additional data examples for better training. The current 

version supports both extractive and abstractive 

summarization, despite the fact that the initial version was 

created for automated reading, comprehension, and 

abstractive question answering. As per 

https://huggingface.co/datasets/viewer/?dataset=cnn_dailyma

il&config=3.0.0, the proposed models also use the average 

count of the token for the articles and the highlights are 781 

and 56, respectively. The 3 major splits of CNN/Daily Mail 

dataset are in terms of training, testing, and validation, and the 

same are projected for Version 3.0.0 in Table 1. 

Table 1. Splitting of CNN/DailyMail Dataset (Version 3). 

Dataset Splitting Each Split 

Instances 

Training 287113 

Testing  11490 

Validation 13368 

2) BBC News  

This dataset was made using a dataset for data 

categorization from the 2004–2005 work by D. Greene 

and P. Cunningham [40], which consist of 2225 

documents from the BBC news website relating to the 

news of five topical divisions 

(http://mlg.ucd.ie/datasets/bbc.html). 

3) DUC  

Document Understanding Conference Datasets are 

generated by the National Institute of Standards and 

Technology (NIST). The DUC corpus from 2002, 2003, 

2004, 2006, and 2007 are used for evaluation and its URL 

is given as http://www-nlpir.nist.gov/projects/duc/data. 

4) X-Sum Dataset 

 

Created by Narayan et al. at 2018, the X-Sum. The 

226,711 Wayback archived BBC articles from 2010 to 

2017 that make up the XSum dataset are all in the English 

language and span a wide range of topics, including news, 

politics, sports, weather, business, technology, science, 

health, families, entertainment, and the arts. Containing 

226,711 in JSON file format. 

5) arXiv  

 

There are more than 2 million academic publications in 

eight subject areas in the arXiv preprint database's 

complete corpus as of the arXiv annual report 2021. Along 

with the LaTeX source files, we gather the articles' 

published PDF versions. For better analysis, the abstract 

of each paper is collected from the relevant arXiv abstract 

page.  

 

Thus, these datasets can be given as an input of the form 

short or long documents namely Dshort or Dlong  

B. Step 2: Pre-processing 

The above selected Dshort or Dlong documents will undergo 

various pre-processing stages for better text summarization. 

It includes: 
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1. Segmentation is used to organize the sentences after 

it is extracted from the documents. 

2. Tokenization is used to extract the words from each 

sentence, mainly to identify the structure of the 

character, such as date and time, number, 

punctuation, etc. 

3. Contraction mapping: Contractions are the most 

common in any online documents which deals with 

contracting a word or a groups of words by dipping 

the letters and supplanting them with an apostrophe. 

The text summarization gets affected by these 

contractions because,  

(i) it won’t be easily understood in their context by 

conventional systems as it subjective in use,  

(ii) It is computationally expensive as it drastically 

increases the dimensionality of the vectorized text. 

To resolve this, contraction mapping are applied to 

map each sentence to its expanded form [41].  

4. Case conversion involves converting the entire text 

in the input Dshort or Dlong document are converted 

into a lower case to maintain uniformity throughout 

the text. 

5. Stop Word Removal concentrates on removing the 

common words such as ‘a’, ‘an’, ‘the’ which won’t 

add any information to the input text.  

6. Removal of Links/Emails deals with removing the 

undesirable text namely hyperlinks, URLs, and 

email addresses that were commonly occurs in the 

news articles and blogs using regex expressions.  

7. Lemmatization is a process which converts the given 

words to its root word using a spaCy’s POS 

lemmatizer, which includes both the part-of-speech 

(POS) and lemma of a word for conversion [42] For 

example, the words “eat”, “eating”, “eaten”, “ate” 

are converted to its root form namely “eat”.  

 

C. Step 3: Word Embedding 

This stage is used to convert the given words to a vector form 

that are suitable for the Swin-T Transformer. It mainly 

focusses on extracting the semantics of the text. A list of 

numbers is formed using word embedding, which replaces 

each word in a word dictionary with that word's syntax and 

meaning. The BOW (Bag of Words) approach is the standard 

model for word embedding. This approach requires sparse 

and high-dimensional input data, which makes it challenging 

to capture semantic links between textual units. The 

Word2Vec algorithm transforms each word into a vector of 

float numbered list based on the associations between words 

in an embedded low-dimensional space, overcoming the 

limitations of BOW [43]. As opposed to using the explicit 

semantic relations offered by external lexical relations like 

WordNet, Word2Vec expresses the implicit semantic links. 

Word2Vec is a two-layer neural network that processes the 

text. The vectors produced by Word2Vec are feature vectors 

of words. It has two architectures: skip-gram and Continuous 

Bag of Words (CBOW). Given the context, CBOW predicts 

the current word, whereas, Skip-gram predicts the context for 

the given word. 

 

D. Step 4: Sentence Extraction 

The vector form of the words are then passed into a Swin-T 

Transformer to extract the feature vectors of the input 

sentences and calculate the scores for each sentences with the 

help of Attentions. There are four attentions used in Swin-T 

Transformer and it helps to calculate the scores easily. [44] 

introduces the Swin Transformers, which come in four 

different sizes: Tiny (Swin-T), Small (Swin-S), Big (Swin-B), 

and Large (Swin-L). Swin -T and Swin -S have the same C = 

96 and layer numbers of 2, 2, 6, 2 and 2, 2, 18, 2 respectively 

as their hyperparameters. Layer numbers for Swin-B with C = 

128 are 2, 2, 18, 2, and for Swin-L with C = 192 are 2, 2, 18, 2. 

C is the channel number of the hidden layers in stage 1. For 

easier comprehension, the two successive Swin Transformer 

blocks' miniature version (Swin-T) from [44] is depicted in 

Fig. 1.  

Figure 1. Swin Transformer Block [44] 

(1) The Attention  

As the model generates words, it has the ability to reference or 

‘attend’ to words that are relevant to the generated word. And 

the model learns which words to attend to while training with 

backpropagation. This window of words to reference is what 

we call ‘context’. 

(2) Self-Attention: 

Self-attention enables the model to associate each individual 

word in the input to other words in the input. And which are 

the important words to attend to, or what is the important 

‘context’ for some words is learnt through backpropagation. 

Self-attention technique is applied in the “Encoder”. For 

example in the sentence “The agreement on the European 

economic area was signed in 1942”, When looking at the 

word “signed” which words should the model use as context : 

‘European’, ‘economic’ , ‘area’ or “agreement” 

(3) Encoder 

The encoder maps an input sequence into a continuous vector 

representation that holds all learnt information of that input. 

The input sequence is a vector representation of each word. 

We get this vector by using word embedding’s. The main part 

of the encoder is multiple self-attention units, they capture the 

attention weights (i.e. how much attention should each words 

attend to or refer other words). Usually there are many 

encoders where each one has the opportunity to learn different 

attention representations from different contexts. 

 

 

(4) Decoder  
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The decoder then uses that encoded representation and feeds it 

the previous output as it gradually produces a single word. 

The decoder will be able to focus on the appropriate words 

thanks to the attention weights learned during the encoding 

stage (or the right context) when it is outputting new words. 

E. K-Medoid Clustering 

The extracted sentences from Swin-T Transformer is given as 

input to the K-Medoid clustering in order to group based on 

the similarity scores. All sentences are grouped together 

around a centroid and ranked according to Euclidean distance 

by the K-Medoid algorithm [45]. It is less susceptible to 

outliers and noise and has a faster rate of convergence than 

TextRank [46] and K-Means [47] clustering within discrete 

steps. 

F. Ranking using Bi-directional Gated Recurrent Unit 

(Bi-GRU) 

The Bi-GRU based encoder – decoder model is followed by 

the K-Medoid clustering to generate the summary based on 

the top rank of each clusters. Once the clusters are formed, it is 

then sent to the Bi-directional encoder of GRU followed by 

the decoder to rank the sentences in each clusters after 

removing the similarities. These top ranked sentences will be 

used in the summary generation process and thus the 

summary is generated.  

G. Summary Generation 

Finally, the output of Bi-GRU is then backpropagates to the 

Swin-T transformer to extract the perfect semantics and 

repeats the k-medoid and Bi-GRU stages until the meaningful 

summary generation happens with a maximum ROUGE score.

 

Figure 2. Proposed Text Summarization Model 

 

 

 

IV. Experimental Analysis 

On the datasets supplied in Section III A, the effectiveness of 

the proposed framework was evaluated. The Swin-T 

transformer, and K-Medoid clustering were implemented in 

Python using Scikit-learn. As previously mentioned, all data 

points were used at once without any training, testing, or 

validation divides because the suggested approach is 

unsupervised. The Google Collaboratory (CPU) [48] was 

used for all testing, and the average processing time from 

preprocessing to summary production was 110,000 seconds. 

 

A. Qualitative Analysis 

Comparing the automatically generated summaries to the 

summaries created by humans, or "human-generated 

summaries," allows for a qualitative study of the suggested 

summarization model. The sample text from the BBC News 

dataset is displayed in Fig. 2, and Fig. 3 shows both the 

generated summary and the ground truth summary. The Fig.3 

proves that proposed summarization model works well for 

both short and long documents, respectively. The following 

sample texts from BBC News are considered for validating 

the proposed system. 
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 Figure 2. BBC News Dataset(a) Source Document – Tech, (b) Source Document – Business, (c) Source Document – 

Entertainment, (d) Source Document – Politics, and (e) Source Document - Sport 
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Figure 3. Summary for BBC News Dataset(a) Source Document – Tech, (b) Source Document – Business, (c) Source 

Document – Entertainment, (d) Source Document – Politics, and (e) Source Document - Sport 
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Figure 3. Long Document Summary 

B. Quantitative Analysis 

The top ‘n’ sentences from each cluster are simply 

concatenated to create the final summary. The Recall 

Oriented-Understudy for Gisting Evaluation (ROUGE) 

measure [49] is employed for evaluation purposes. These 

measures include ROUGE-N, ROUGE-L, ROUGE-W, and 

ROUGE-S. For ease of comparison with recent comparable 

research, the F-1 scores of ROUGE-1, ROUGE-2, and 

ROUGEL metrics are employed in this work. The n-gram 

recall between a candidate summary and a collection of 

reference summaries is calculated using ROUGE-N. The 

recall and precision numbers are used to calculate the F-1 

score for ROUGE-N, which may be mathematically 

represented in equation  

 

 

                                                                                     (1)  

where n represents the n-gram’s length 

gramn is the maximum co-occurring n-grams in the 

generated summary. 

Countmatch(gramn) is the maximum number of co-occurring 

n-grams in a set of reference  summaries, and  

Count is the total n-grams in the reference summaries. 

 

Table 3. ROUGE Score of the Proposed Summarization 

model on the benchmark dataset (Section III A). 

Dataset  ROUGE 1 ROUGE 2 ROUGE L 

CNN/ 

DailyMail 

56.45 29.58 53.23 

BBC News  54.21 28.14 50.55 

DUC 2002 56.86 30.21 54.85 

DUC 2003 55.94 29.19 53.23 



Intelligent Abstractive Text Summarization using Hybrid Word2Vec and Swin Transformer for Long Documents 223 

DUC 2004 50.23 24.54 48.21 

DUC 2006 51.28 25.25 47.99 

DUC 2007 50.56 26.45 49.56 

X-Sum 51.47 29.32 51.27 

arXiv 48.94 24.27 47.65 

 

Table 4. ROUGE Score of the Proposed Summarization 

model on the BBC News Dataset as in Figure. 2. 

Dataset 

(BBC News) 

  

ROUGE 1 ROUGE 2 ROUGE L 

Source Doc.1  53.25 27.46 51.44 

Source Doc.2  54.51 28.14 51.59 

Source Doc.3 52.86 30.21 53.54 

Source Doc.4 54.94 27.92 52.27 

Source Doc.5 55.23 26.46 48.15 

 

C. Comparative Analysis 

For a fair comparison, we have tested our model with the 

state-of-the-art systems using the benchmark datasets for both 

short and long documents, namely CNN / Daily Mail, BBC 

news, DUC, and arXiv are (i) abstractive text summarization 

using sequence to sequence RNNs by Nallapati et al [50], (ii) 

abstractive text summarization using neural attention by Rush 

et al [51], (iii) automatic extractive text summarization using 

autoencoders by Joshi et al [5], and (iv) abstractive text 

summarization using dual encoding by Yao et al [24]. The 

comparative analysis of ROUGE-1, ROUGE-2, and 

ROUGE-L scores of state-of-the-art systems with the 

proposed system are presented in Figure 4. 

 

               

 
(a) 

 

    

 
      (b)                                                                 

    

 
     (c) 

Figure. 4. Proposed System; (a) ROUGE – 1, (b) ROUGE – 2 

and (c) ROUGE - L 

From Figure 4, it is clear that the proposed model’s ROUGE 

score is higher when compared to the state-of-the-art systems 

[13], [14], [47] and [48] in terms of Rouge-1, Rouge -2 and 

Rouge – L, this is because of the proposed attention free 

model which achieves both time efficiency and long term 

dependency and thus ensure long document summarization. 

 

V. Conclusions and Future Work 

In this paper, the authors proposed a new Swin-T transformer 

based automatic text summarization model, which involves 

the following stages involves data acquisition, preprocessing, 

Word to Vector conversion, semantic feature extraction using 

Swin-T transformer, clustering the similar sentences using 

K-medoid clustering and finally ranking the sentences and 
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summary generation using Bi-GRU. This setup outperforms 

the existing state-of-the-art systems in terms of evaluation 

score named ROUGE score for the short benchmark datasets 

as well as a long user created arXiv datasets. In the future, this 

work can be extended for Long multi-documents. 
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