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Abstract: COVID-19 has claimed many lives to date, not only
due to the virus’ physical infection but also due to mental illness,
which is related to people’s emotions and psychology. People
have been panicked, nervous, and sad as the number of positive
cases has increased quickly worldwide. This deadly epidemic
has been shown to have a direct influence on the population’s
physical and mental health. Throughout this period, social me-
dia platforms have played a crucial role in the global spread of
news about the outbreak, as individuals shared their emotions
over them. Based on this overwhelming evidence, we aim to
build a powerful system to analyze people’s feedback on Twit-
ter, targeting specific keywords associated with the outbreak,
either directly or indirectly. Therefore, we assume that the ef-
fectiveness of contextual word vectors generated with Language
Models (LMs) can be further enhanced with the inclusion of
static word embeddings that are specially trained on social me-
dia (tweets about COVID-19). Moreover, we evaluate differ-
ent approaches to combine static word embeddings in order to
take advantage of their complementarity. Furthermore, we pro-
posed a new technique for dealing with the imbalanced dataset
problem. As compared to previous studies, the experimental
findings proved that our proposed technique improves the effi-
ciency of the COVID-19 Sentiment Analysis system. Further-
more, a fair comparison of both contextual and static embed-
dings through Sentiment Analysis reveals that our technique
beats the static embeddings trained only from scratch or the
ones generated from LMs.
Keywords: Sentiment Classification, Contextual Embeddings,
Traditional Embeddings, COVID-19, Twitter, BERT

I. Introduction

The Covid-19 disease was first announced on December 31,
2019, in Wuhan, Hu-bei province, China, and it quickly
spread worldwide. Dr. Tedros Adhanom Ghebreyesus,
Director-General of the World Health Organization (WHO),
subsequently declared the outbreak a pandemic on March

11, 2020. [36]. The term ”pandemic” refers to a dis-
ease that spreads rapidly and encompasses a geographic re-
gion, such as a country or the entire world [34]. Pan-
demics have marked human history for decades, spreading
fear and killing millions of people, whether the outbreak was
a plague, smallpox, or influenza [18]. Likewise, COVID-
19 has shifted the world’s attention back to catastrophic epi-
demics and challenged our ability to address the threat of
highly infectious viruses, including coronaviruses, which are
a well-recognized health threat [15]. Starting from China,
the COVID-19 virus has infected and taken the lives of many
people from Italy, Spain, the United States, the United King-
dom, Brazil, Russia, and numerous other countries. Despite
this, more than 80% of infected people suffer mild to mod-
erate disease and survive without being hospitalized [3, 40].
The main symptoms include fever, dry cough, and exhaus-
tion, which are mild in the majority of patients. Although
severe symptoms may occur such as chest discomfort or pres-
sure, loss of voice or movement, and breathlessness for a mi-
nority of people [13, 39]. Those who get critically ill are
more likely to be men and older, the risk increasing progres-
sively with each decade over the age of 50 [3]. As the epi-
demic destroyed the lives of millions of people, many coun-
tries imposed harsh lockdown measures for different peri-
ods to break the pandemic chain [36]. During the lockdown
phase, many users preferred social media to communicate
their feelings about the virus. Thus, we were motivated to
assess human feelings about the outbreak by analyzing this
massive social media data [12]. Social media is a key element
in people’s daily life as it links them to the rest of the globe.
It is impossible to work without having access to social me-
dia to keep up with all the latest news, such as coronavirus
outbreaks and stock market changes [11, 35]. Nowadays,
people rely heavily on posts and tweets published on social
media sites like Twitter, Facebook, and Instagram. Hence,
examining people’s attitudes according to the classification
of tweets collected through the social media platform has a
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significant influence on the global audience. In this study, we
will examine what people think about COVID-19 on Twit-
ter, as it is a popular social media platform and microblog-
ging medium wherein people publish and exchange mes-
sages named ”tweets”. Approximately 600 million tweets
per day and 200 billion tweets per year have been posted on
Twitter as it has emerged as a leading data outlet for online
media conversations identified with both public and global
situations.
Previous approaches to COVID-19 tweet analysis highlight
the relevance of traditional Machine Learning (ML) and
Deep Learning (DL) based algorithms for Sentiment Anal-
ysis (SA) related tasks [1, 4, 5, 16]. In most of these works,
they choose DL-based techniques for SA. As DL continues
to gain more attention, Neural Network architectures like Re-
current Neural Networks (RNNs) and Convolutional Neural
Networks (CNNs) have proven a decent performance im-
provement in tackling various Natural Language Processing
(NLP) tasks including Text Classification, Language Mod-
eling, Machine Translation, etc [6, 7, 22, 33]. One of the
drawbacks of the DL models is that they require massive
computational resources. These challenges have prompted
researchers to question the feasibility of knowledge transfer
through large trained Language Models (LMs). Hence, the
need for Transfer Learning is increasing as a result of the de-
velopment of numerous large-scale models. The core idea
of Transfer Learning is to transfer parameters or information
from one language model to another. LMs have changed re-
cently, and they have yielded far significant improvements
when compared to traditional ones. Such trained LMs have
been deployed for transferring information to tackle several
NLP problems, and their performance was promising over
ML and DL approaches. Meanwhile, static embedding mod-
els have substantial benefits over LMs. They can be trained
on social media datasets with low computational resources
[38]. Since the vocabulary in social media posts, especially
about the COVID-19 virus is mostly written in regional di-
alects, is different from the vocabulary that LMs have seen
during the training phase. Hence, these two models (static
and contextual embedding models) are complementary, and
their combination can improve the performance of SA on so-
cial media reviews. Therefore, we tried a Language Model
based on Bidirectional Transformer Encoded Representa-
tions (BERT) along with static embedding models trained on
COVID-19 tweets.
In this paper, we proposed a new technique for dealing with
the imbalanced dataset problem. Next, we suggest that the
effectiveness of contextual word vectors trained with Lan-
guage Models for social media can be further enhanced by in-
corporating static word embeddings that are specially trained
on social media (tweets about Coronavirus or COVID-19).
We evaluate different approaches to combine static word em-
beddings in order to take advantage of their complementar-
ity. The combined static embeddings and the contextual ones
are fed into four DL architectures in order to select the best
scheme for combining BERT-based vectors with static ones.
This paper includes the following contributions

• Embeddings at both word and character levels were
generated.

• Concatenation, Principal Component Analysis (PCA),

and ordinary autoencoder are used to combine various
static word embeddings in order to find effective em-
beddings.

• Four deep learning architectures were evaluated to de-
termine the optimal way to combine BERT-based vec-
tors with static ones.

• A new technique for combining character- and word-
level embeddings is proposed.

• In order to address the unbalanced Covid-19 dataset, a
new data augmentation technique was used.

The rest of this paper is structured as follows: Section II
investigates classification-related works using tweets about
COVID-19. Similarly, Section III describes the materi-
als, suggested approach, and implementation. Section IV
presents the experimental settings. Furthermore, Section V
examines the findings and compares them to current state-of-
the-art approaches, and Section VI concludes the paper with
a list of upcoming works.

II. Related works

SA or opinion mining refers to the process of gathering peo-
ple’s ideas, feelings, attitudes, and emotions regarding a topic
or situation based on massive amounts of unstructured data.
Recently, a tremendous amount of research has been con-
ducted to create methods to evaluate and explain the pro-
cess of SA in many languages. Nemes et al. [29] pro-
posed an RNN-based SA model. They created a COVID-
19-based Twitter dataset and sorted it into four fine-grained
classes: weak positive, weak negative, strongly positive, and
strongly negative. Their method outperformed TextBlob’s
[24]. Balahur [2] analyzes Twitter datasets by means of su-
pervised Machine Learning (ML) methods, including Sup-
port Vector Machine (SVM), using a basic, linear kernel (to
minimize the over-fitting of the data) and the training set’s
unigrams and bigrams as features. Their obtained findings
using those approaches on the Twitter data showed clearly
that the unigram and bigram-based techniques are more ef-
ficient than the SVM. The results incorporate unique la-
bels, modifiers, and emotional keywords which are used to
improve the quality rating of emotions. Ortis et al. pro-
posed a multimodal embedding space approach for analyz-
ing and extracting text from several sets of images [30]. The
model assessed the emotions throughout the images using
an SVM on the text characteristics. Using multiple-output
support vector regression and the multiple-input multiple-
output method, a novel multi-stage based prediction model
was proposed by Han et al. [17]. Their research also in-
cluded a comparison of three key prediction models. The
model was tested using both simulated and real-world data.
Both quantitative and thorough evaluations were performed
in terms of expected accuracy and computational costs. In
[20], the authors introduce a sentiment classification model
called ”LeBERT,” which utilizes a combination of sentiment
lexicon, N-grams, BERT, and CNN. To evaluate the effec-
tiveness of the model, three publicly available datasets are
used: Amazon product reviews, IMDb movie reviews, and
Yelp restaurant reviews. Accuracy, precision, and F-measure
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are employed as performance metrics. The experimental
findings demonstrate that LeBERT model surpasses the cur-
rent state-of-the-art models, achieving an F-measure score
of 88.73% for binary sentiment classification. Jun Wu et
al. [41] introduce an optimized BERT model called ”hier-
archical multi-head self-attention and gate channel BERT.”
The model consists of three modules: the hierarchical multi-
head self-attention module, which extracts features hierar-
chically; the gate channel module, which filters informa-
tion instead of using BERT’s original Feed Forward layer;
and the tensor fusion model, which utilizes a self-attention
mechanism to fuse different modal features. Experimental
results indicate that their proposed method achieves promis-
ing performance on the CMU-MOSI dataset, improving ac-
curacy by 5-6% compared to traditional models. Naseem et
al. [28] examined classic ML methods like Random For-
est (RF), SVM, Decision Tree (DT), Naive Bayes (NB) and
DL approaches such as CNN and Bidirectional Long Short-
Term Memory (BiLSTM) using different embeddings gen-
erated using Glove [10], Word2Vec [32], and FastText [25].
The performance of the classifiers was evaluated using their
own COVID-19-related tweets dataset, which was catego-
rized into three (positive, neutral, and negative). The results
revealed that DL-based techniques outperformed traditional
ML algorithms. They also use transformer-based learning
methods, such as BERT [14], XLNET [43] and ALBERT
[23], which achieved the maximum accuracy of 92.90%.
The purpose of this paper is to introduce an improved word
embedding model that combines contextual and static em-
beddings. Our proposed model is built upon contextual mod-
els, which have demonstrated their efficacy in several NLP
applications, and static embedding models. Nevertheless,
contextual models have excessively high computing costs in
many use cases and are sometimes difficult to interpret. As
a result, employing contextual models like BERT to gener-
ate word embeddings associated with recent topics discussed
on social media (the COVID-19 pandemic) is challenging.
Static embedding models, on the other hand, can be effi-
ciently trained on social media with fewer computational
resources. As a consequence, they outperform both exist-
ing static embedding approaches and contextual embedding
methods alone.

III. Methodology

A. Satic Word embedding models

This section describes the static word embedding models that
will be used:

1) Word2vec [25]

Mikolov et al. presented Word2vec, a prediction-based ap-
proach for generating dense embeddings of unique words
from a huge unlabeled dataset. It is built on a simple neu-
ral network that learns the mapping of words to vectors.
Word2vec includes two models, Continuous Bag-Of-Words
(CBOW) and Skip-Gram (SG), along with advanced opti-
mization approaches such as hierarchical softmax and neg-
ative sampling. CBOW focuses on predicting a center word
given a window of contextual words, whereas SG predicts

the contextual words based on a center word. The two main
parameters for predicting CBOW or SG embeddings are the
dimension of the vectors representing the size of the word
embeddings, and the length of the context window, which
represents the set of words that must be utilized as a con-
text either before or after the core word to generate the word
vectors.

2) GloVe [32]

The Global Vectors for Word Representation, or GloVe, is
a variation on the word2vec strategy for effectively generat-
ing word vectors. Traditional vector space models to repre-
sent words have been generated through matrix factorization-
based techniques, e.g. Latent Semantic Analysis (LSA),
which both achieve better results when utilizing global text
statistics, but are not in the same class as other techniques
like word2vec at catching importance and displaying it on
NLP tasks. Briefly, GloVe is a method for integrating
global measures of matrix factorization techniques such as
LSA alongside regional context-based learning in word2vec.
Rather than using a window to describe neighboring settings,
GloVe uses statistics from the whole text corpus to construct
an explicit term context or term co-occurrence matrix. The
final output is a model of learning which might lead to en-
hanced word embeddings in general.

3) FastText [10]

CBOW and SG embedding methods provide compact word
vectors to words, which are atomic units. They are not able,
however, to manage the Out Of Vocabulary (OOV) issue
because they disregard inner sub-word knowledge (i.e., se-
quences of neighboring letters), which is important in lan-
guages with a wide and diverse vocabulary. Bojanowski et
al. [10] developed FastText, which is basically an optimiza-
tion on word2vec. Each word in the dictionary is handled as
a bag of character n-grams, and the embedding of the char-
acters generated are merged to form the token’s vector. As
a consequence, the FastText model can handle OOV words
and represent words’ morphology and lexical similarity.

B. Combining static word embeddings

In this paper, we are interested in the combination of static
word embeddings through concatenation, Principal Compo-
nent Analysis (PCA) and ordinary autoencoder in order to
obtain effective embeddings that can achieve good perfor-
mance. The combination approaches are briefly detailed as
follows:

• Concat: We take a straightforward approach of con-
catenating the three-word embedding types from each
combination set. This results in a 900-dimensional vec-
tor representation for each word.

• PCA: The PCA technique is applied to concat embed-
dings. First, the matrix comprising all words is mean-
centered using Z-scores based on these embeddings.
Next, we compute PCA using the correlation method
to obtain a new coordinate system. Finally, we project
the data onto the new basis by only considering the first
300 components.
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• AutoE We investigate the use of ordinary autoencoder
[37]. The employed auto-encoder consists of a single
hidden layer containing 300 hidden units. It accepts
the Concat embeddings as input and produces a 900-
node vector as output. To generate the combined word
embedding for each word, we use the numerical values
vector generated by the hidden layer.

C. Contextual Word embedding models

In this paper, we use BERT as contextual word embedding
model

1) BERT [14]

BERT represents a contextual language model proposed by
Devlin et al. [14] in 2019, which is built on a multilayer bidi-
rectional transformer encoder that takes into account respec-
tively left and right contexts. BERT was developed based on
two unsupervised applications: the masked language model
and sentence prediction. In the masked language model, a
portion (15%) of the tokens in the input sequence is ran-
domly masked, and the model predicts the masked token in
a multilayered context. The hidden vectors generated for the
masked tokens are then passed through an output Softmax
over the vocabulary. In sentence prediction, the goal is to
comprehend the relationship between two phrases. The first
token in each input sequence is a special classification token,
and the sequence representation is the final hidden state cor-
responding to this token. The final embedding of BERT is
the result of combining token embedding, segment embed-
ding, and position embedding. Token Embedding pertains
to the embedding of the current word, Segment Embedding
refers to the index embedding of the phrase in which the cur-
rent word is positioned, and Position Embedding is the in-
dex embedding of the current word position. Additionally,
we employ multilingual BERT, which is a pre-trained model
that uses a Masked Language Modeling (MLM) target with
102 languages from Wikipedia.

D. Classification

In this work, we explore the potential applications of BERT
as a linguistic model for representing COVID-19 reviews.
The primary benefit of BERT over static embedding models
is its capability to build contextualized word embeddings. By
employing a static embedding model, the token ”sentence”
will have an identical representation across different sen-
tences, such as ”The judge gave a sentence” and ”A sentence
is a linguistic structure.” On the other hand, when adopting
BERT, the token ”sentence” will have a distinct representa-
tion for those phrases. Indeed, BERT creates contextualized
word vectors that consider the context into account to provide
effective embedding. Fine-tuning BERT for a specific task,
on the other hand, is inefficient in terms of parameters. Un-
like BERT, which is a dynamic embedding model trained on
a large corpus of data, static embedding models can handle
domain-specific datasets with unique features. Additionally,
static embedding models have demonstrated adequate per-
formance while requiring less training time. By combining
static and contextualized embeddings, our approach can opti-
mize sentiment analysis efficiency for COVID-19 comments.

Given a text sentence S =
{
w1, w2, ..., wt, ..., wn

}
, where

wi refers to the i-th word in the sentence, we aim to combine
BERT-derived contextual embeddings with static word vec-
tors using an attention mechanism to obtain a sentence rep-
resentation. In our first approach, we adopt a CNN (CNN-1)
architecture to obtain the sentence vector from the contex-
tual embeddings. The CNN-1 architecture employs 64 filters,
each with a window size of 2, 3, or 5 words. To avoid the
problems associated with gradient vanishing [19], we used a
linear Rectification Unit (ReLU) [26] as the activation func-
tion. As illustrated in Figure. 1, to capture the most salient
features, we use a max-pooling layer after obtaining the sen-
tence vector from the CNN-1 architecture. The extracted
features are then merged, and a global max-pooling layer
is applied to the combined features to obtain the final sen-
tence representation. In addition, we adopt the Bidirectional
Gated Recurrent Unit (BiGRU) to capture the local features
of the combined static embeddings. The BiGRU layer is
employed with a hidden state size of 200 for the backward
and forward layers. This layer outputs the entire sequence
of features, including information from each time step. For
the convolutional and BiGRU layers, we used respectively
a ReLU and a hyperbolic tangent (tanh) as activation func-
tions. Next, the attention technique is added on the top of the
output generated by BiGRU., i.e., h1, h2, .., ht, ..., hn. For
each time step t, we first feed ht into a fully-connected net-
work to obtain ut which represents the hidden representa-
tion of ht, and then estimate the importance of the token wt

as the similarity of ut with the context vector generated via
CNN-1 p, a softmax function is then used to generate a nor-
malized significance weight αt. Next, we compute the text
vector d as a weighed arithmetic mean of h using the weights
α = {α1, α2, ..., αn}.

ut = tanh(Wwht + bw) (1)

αt =
exp(uT

t p)∑
t exp(u

T
t p)

(2)

d =
∑
t

αtht (3)

where Ww and bw are the weight matrix and bias, respec-
tively.
The proposed unified model can select the meaningful fea-
tures of the static embedding model along with the context
generated by the BERT model. This is due to the fact that we
merge the sentence vector of the CNN-1 model applied to
the context vectors and the outputs of BiGRU applied to the
static word vectors through the attention mechanism. After
merging the two types of vectors via the attention mecha-
nism, we apply a Dense layer, followed by a softmax classi-
fication layer, see Figure. 1(a). In our second approach, the
BiGRU layer is used to generate the sentence vector from
the contextual embeddings. Furthermore, to extract regional
characteristics from the combined static embeddings, we em-
ploy a CNN architecture (CNN-2). We used 64 filters with
window sizes of 2, 3, and 5-word embeddings with a max-
pooling layer for the convolutional layer. A BiGRU layer
with a hidden state size of 200 for the forward and back-
ward layers is employed. The BiGRU layer simply returns
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(a) The first proposed approach (b) The second proposed approach

(c) The third proposed approach
(d) The fourth proposed approach

Figure. 1: The proposed approaches

the sequence acquired in the previous time step. The atten-
tion mechanism is then used to combine the sentence vector
from the BiGRU model applied on the contextual vectors and
the outputs of CNN-2 applied on the static word vectors, see
Figure. 1(b). For our third approach, we employed an ar-
chitecture that extracts local characteristics from contextual
embeddings provided by the BERT model and the combined
non-contextual embeddings extracted using static embedding
models (Word2vec, FastText, and GloVe). We utilized the
BiGRU architecture, but we only return the sequence ac-
quired in the last time step. The latter is applied on top of the
contextual embeddings. The BiGRU layer is utilized for the
combined static embeddings, with a hidden state size of 200
for the forward and backward layers. This layer outputs the
whole sequence of features, including the information from
each time step, rather than just the sequence generated in the
last time step. Subsequently, the attention mechanism is used
to merge the sentence vector of the BiGRU model applied

to the contextual word vectors with the outputs of the Bi-
GRU model applied to the static word vectors, see Figure.
1(c). For our last approach, we employed the same CNN
model (CNN-2) adopted in the second approach to extract
the regional characteristics from the combined static embed-
dings. Furthermore, the sentence vector was extracted from
the contextual embeddings using the CNN model (CNN-1)
deployed in the first method. The attention mechanism is
then used to combine the sentence vector from the CNN-1
model applied to the contextual vectors with the outputs of
the CNN-2 model applied to the static word vectors. After
concatenating the two types of sentence vectors with the at-
tention mechanism, we apply a Dense layer, followed by a
softmax classification layer, see Figure. 1(d).
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IV. Experimental setting

A. Dataset

We use the dataset proposed in [28], which had 90,000
distinct tweets annotated with positive, neutral, and nega-
tive labels. The COVIDSENTI dataset was partitioned into
three equal-sized subsets: COVIDSENTI-A, COVIDSENTI-
B, and COVIDSENTI-C. COVIDSENTI-A contains a sub-
stantial proportion of tweets about the government’s ac-
tion concerning COVID-19. COVIDSENTI-B is composed
of tweets involving COVID-19 problems, social distancing,
confinement, and working from home. As a result, it largely
addresses the temporal shift in a person’s activity as a func-
tion of the number of victims, anxiety information, and so on.
COVIDSENTI-C is built using tweets on COVID-19 cases,
the epidemic, and resting at home. Thus, it mainly presents
people’s behavior patterns as a result of an increase in the
number of cases. Figure. 2 illustrates the distribution of these
tweets based on their class (degree of satisfaction).

B. Preprocessing

To represent covid-19 reviews utilizing the mentioned word
embedding models, the reviews need to be preprocessed.
Preparing the data is a crucial step in ML and DL, as it in-
volves removing irrelevant information and optimizing the
data to improve the learning process of classification mod-
els and enhance their accuracy. Superfluous information can
be defined as any data that contributes either very little or
no contribution at all to the target class prediction; yet, it
increases the feature vector size, introducing additional com-
putational complexity. Therefore, if no or insufficient pre-
processing is performed, the performance of classification
models decreases. Therefore, data cleaning or preparation
activities are performed before encoding [27]. For this pur-
pose, a series of techniques are applied in order to enhance
the text.

1. Hashtags are used to represent subjects on almost all
social networking sites, i.e., #StayHome, #StaySafe,
#COVID-19 and #Coronavirus. In most scenarios,
hashtags are unnecessary and can have an impact on the
effectiveness of the classification algorithm. As a re-
sult, we began with basic text cleaning, deleting links,
@mentions, and punctuation. Special letters, punctua-
tion, and numerals are removed from the dataset since
they are ineffective for sentiment recognition.

2. The text is then lowercase in the second step. We fold
all capital letters into lowercase to avoid confusing one
word with another because of the capitalization.

3. Several words are spliced with other terms, including
hashtag keywords like ”stayathomestaysafe” and ”coro-
navirus,” which must be ”stay at home stay safe” in-
stead. As a result, we accomplish this process using
word segmentation.

C. Exploratory Data Analysis

We perform an exploratory study to gain a better understand-
ing of our dataset. Our goal in this section is to extract hid-
den and unknown knowledge from data in such a way that

we may acquire an instantaneous, direct, and simple repre-
sentation of it. When using visual graphs, the human brain
receives a more immediate and accurate assessment of simi-
larities, trends, and correlations through a picture rather than
a sequence of numbers.

1. Keyword Trend Analysis: To begin, we conducted a
search term trend analysis using the preprocessed cor-
pora to identify the most frequently used phrases. Users
have complained about coronavirus infections, coron-
avirus epidemics, separateness, coronavirus pandemics,
coronavirus crises, and remaining at home, according
to our findings. Statistics on the top ten most regularly
used keywords are collected and reported in the table.
Figure. 3 depicts a word cloud of the most prevalent
terms in the positive, negative, and neutral tweet classi-
fications.

2. Topic Modeling: We use Latent Dirichlet Allocation
(LDA) to examine the distributions of topics in our
dataset to quantitatively analyze them [9]. LDAs are
mixture models, which means that documents can be-
long to many topics and the membership is fractional
[20]. In addition, each topic is a combination of words
in which words can be shared across multiple topics.
This allows for a type of ”fuzzy” unsupervised cluster-
ing in which a single document can belong to many top-
ics, each having an associated probability. LDA is a
bag-of-words model in which each vector represents a
number of terms. In LDA, a number of topics should be
provided. We have limited the number of topics to six in
this paper. The topics representing a word distribution
and the document topic distributions are learned after
the training of LDA. Figure. 4 shows the word count
and the importance of keywords within the top six top-
ics.

D. Data augmentation

The three-class dataset exhibits an imbalanced distribution
of classes, as previously mentioned. Therefore, we applied
a data augmentation technique to balance the unbalanced
dataset. In the NLP field, it is hard to augment text due to
the high complexity of language. Not every word we can re-
place with others such as a, an, the. Also, not every word has
a synonym. Even changing a word, the context will be to-
tally different. On the other hand, generating an augmented
image in the computer vision area is relatively easier. Even
by introducing noise or cropping out a portion of the im-
age, the model can still classify the image. In this paper, we
used a novel open-source data augmentation library known
as AugLy [31]. AugLy is an open-source data augmentation
library that offers over 100 augmentations across four modal-
ities: audio, image, text, and video. The augmentations
provided in AugLy are inspired by the real-world perturba-
tions that people make to data online every day. For exam-
ple, AugLy provides augmentations such as overlaying text,
emojis, and screenshot transforms for images and videos,
and inserting punctuation or similar characters for text. Un-
like other text augmentation libraries that mainly focus on
word-level augmentations, AugLy offers a range of syntactic
augmentations, including character-level augmentations, that
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(a) (b)

(c) (d)

Figure. 2: Class distribution in COVIDSENTI (a), COVIDSENTI-A (b), COVIDSENTI-B (c), COVIDSENTI-C (d)

(a) (b) (c)

Figure. 3: Word cloud of (a) positive, (b) negative, and (c) neutral tweets

are commonly used online to avoid detection, such as insert-
ing punctuation, zero-width or bidirectional characters, and
changing fonts. The ratio of sentiments before and after ap-
plying AugLy is shown in Figure. 5. In this study, we adopt
an 80:20 split ratio, which means that 80% of the data is used
for model training and 20% is used for model testing. To
ensure model generalizability and reduce variance, the data
is shuffled before being split. Shuffling also helps to make
the training data more representative of the overall distribu-
tion of the data and minimize the risk of model overfitting.
The Tables 1, 2, 3 and 4 show the number of tweets in the
training, validation and test sets of COVID-SENTI, COVID-
SENTI-A, COVID-SENTI-B and COVID-SENTI-C, respec-
tively, with and without the AugLy approach.
Since the length of COVID-19 reviews varies, padding and
truncation of texts were necessary to equalize their lengths.

Table 1: Train and test count after data splitting for COVID-
SENTI

Technique Dataset Positive Negative Neutral Total

Original

Total data 6280 16335 67385 90000
Testing set 628 1633 6739 9000
Training set 5087 13231 54582 72900

Validation set 565 1471 6064 8100

AugLy

Total data 66280 66335 67385 200000
Testing set 6628 6633 6739 20000
Training set 53686 53732 54582 162000

Validation set 5966 5970 6064 18000

Mostly all processed sentences have a length that is less than
or close to 512 tokens, based on the cumulative distribution
function across the length of reviews. As a result, the length
of the processed sentences was restricted to 512 tokens. For
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Figure. 4: Word count and the importance of keywords within the top six topics

Table 2: Train and test count after data splitting for
COVIDSENTI-A

Technique Dataset Positive Negative Neutral Total

Original

Total data 1968 5083 22949 30000
Testing set 197 509 2294 3000
Training set 1594 4117 18589 24300

Validation set 177 457 2066 2700

AugLy

Total data 20968 20083 22949 64000
Testing set 2097 2009 2294 6400
Training set 16984 16267 18589 51840

Validation set 1887 1807 2066 5760

Table 3: Train and test count after data splitting for
COVIDSENTI-B

Technique Dataset Positive Negative Neutral Total

Original

Total data 2033 5471 22496 30000
Testing set 204 547 2249 3000
Training set 1647 4431 18222 24302

Validation set 183 493 2024 2700

AugLy

Total data 20033 20471 22496 63000
Testing set 2004 2047 2249 6300
Training set 16226 16582 18222 51030

Validation set 1803 1844 2024 5670

Table 4: Train and test count after data splitting for
COVIDSENTI-C

Technique Dataset Positive Negative Neutral Total

Original

Total data 2279 5781 21940 30000
Testing set 228 578 2194 3000
Training set 1845 4683 17772 24300

Validation set 206 520 1974 2700

AugLy

Total data 20279 20781 21940 63000
Testing set 2028 2078 2194 6300
Training set 16425 16833 17772 51030

Validation set 1826 1870 1974 5670

static embeddings, the nltk.tokenizer module [8] is adapted
to the task of tokenizing, or dividing a text into its constituent

parts. To tackle the OOV problem, we use the WordPiece
tokenizer by Wu et al. [42], which segments each word that
is not in the lexicon into subword units.

E. Word embeddings

Within the word embedding layer of a neural network model,
word embeddings are employed as feature representations.
Below is further information on each word embedding alter-
native in our experiment.

1) Word2vec

We train the word2vec model using Gensim library with our
dataset. To build this model, we use a random search strategy
to adjust the hyperparameters. The training hyperparameters
that were utilized to obtain the word representations are as
follows: (size=300, window=5, Number of negatives sam-
pled= 1× 10−2, Negative= 100).

2) GloVe

Glovepython library was used to build GloVe model. Specif-
ically, a list of the COVID-19 reviews, each one is divided
into a series of terms, which is then fed into the model. Fi-
nally, on the list, a sliding window is used to produce the rep-
resentation of each unique token within the data. This study
consists of a series of experiments to determine the appro-
priate training hyperparameters in order to develop the em-
bedding model. The settings used are: (size=0, window=5,
epochs=30, lr=0.05, alpha=0.75).

3) FastText

We use Gensim’s native implementation of FastText to gen-
erate FastText embeddings. To enhance the values of the hy-
perparameters, a random search approach is applied. This
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(a) COVIDSENTI without AugLy (b) COVIDSENTI with AugLy

(c) COVIDSENTI-A without AugLy (d) COVIDSENTI-A with AugLy

(e) COVIDSENTI-B without AugLy (f) COVIDSENTI-B with AugLy

(g) COVIDSENTI-C without AugLy (h) COVIDSENTI-C with AugLy

Figure. 5: Ratio of sentiment with and without AugLy using COVIDSENTI, COVIDSENTI-A, COVIDSENTI-B and
COVIDSENTI-C datasets

yields vectors with 300 dimensions. The training hyperpa-
rameters used are: (size=300, window=5, Number of nega-
tives sampled= 1× 10−2, Negative= 100).

F. BERT

Our experiments incorporate BERT to investigate its efficacy
in SA. In this paper, we use the multilingual-base-uncased
version with 12 layers, 12 attention heads, and a hidden size

of 768 parameters, totaling 110M.

V. Result and discussion

We used the ADAM optimizer [21] to train the models, us-
ing a learning rate of 0.001, a batch size of 200 during 200
epochs, and categorical cross-entropy as the loss function.
We employed the conventional metrics for text classifica-
tion tasks to assess our models: accuracy, precision, recall,



A new strategy for incorporating BERT embeddings to enhance static word embeddings: The case of COVID-19 SA 316

and F1-score. Several experiments are carried out, includ-
ing the usage of Simple Concat, PCA and AutoE for com-
bining static embeddings and BERT for contextual embed-
dings, as well as imbalanced and balanced data generated
using AugLy. Furthermore, various DL models for merging
static and contextual embeddings have been investigated.

Table 5: Performance of combined word embeddings using
AugLy technique for COVIDSENTI

Models Accuracy
Combinations Simple Concat PCA AutoE

The first proposed approach 0.96 0.98 0.95
The second proposed approach 0.93 0.95 0.91
The third proposed approach 0.94 0.96 0.93

The fourth proposed approach 0.92 0.96 0.89

Table 6: Performance of combined word embeddings using
AugLy technique for COVIDSENTI-A

Models Accuracy
Combinations Simple Concat PCA AutoE

The first proposed approach 0.95 0.97 0.93
The second proposed approach 0.90 0.92 0.87
The third proposed approach 0.93 0.95 0.91

The fourth proposed approach 0.95 0.96 0.92

Table 7: Performance of combined word embeddings using
AugLy technique for COVIDSENTI-B

Models Accuracy
Combinations Simple Concat PCA AutoE

The first proposed approach 0.94 0.96 0.92
The second proposed approach 0.90 0.93 0.89
The third proposed approach 0.94 0.95 0.91

The fourth proposed approach 0.93 0.95 0.90

Table 8: Performance of combined word embeddings using
AugLy technique for COVIDSENTI-C

Models Accuracy
Combinations Simple Concat PCA AutoE

The first proposed approach 0.93 0.96 0.92
The second proposed approach 0.91 0.94 0.90
The third proposed approach 0.93 0.95 0.89

The fourth proposed approach 0.94 0.96 0.91

As shown in Tables 5, 6, 7 and 8, the significant improve-
ments are achieved by the combination of the static embed-
dings using PCA. The obtained embeddings achieve respec-
tively 98%, 95%, 96% and 96% of overall accuracy using
the first, second, third and fourth approaches for COVID-
SENTI. 97%, 92%, 95% and 96% of overall accuracy were
obtained using the first, the second, the third and the fourth
approaches, respectively for COVIDSENTI-A. 96%, 93%,
95% and 95% of overall accuracy were obtained using the
first, the second, the third and the fourth approaches, re-
spectively for COVIDSENTI-B. The obtained embeddings
achieve respectively 96%, 94%, 95% and 96% of overall ac-
curacy using the first, second, third and fourth approaches for
COVIDSENTI-C.
For experiments performed on the balanced dataset using
AugLy, the results of all models in terms of accuracy, preci-
sion, recall, F1 score and Macro average are shown in Tables
9, 10, 11 and 12.

Table 9: Results using the combined static embeddings with
PCA and the AugLy technique for COVIDSENTI

Models Accuracy Class Precision Recall F1 score

The first proposed approach 0.98

0 0.98 0.98 0.98
-1 0.97 0.99 0.98
1 0.99 0.97 0.98

Macro avg 0.98 0.98 0.98

The second proposed approach 0.95

0 0.96 0.94 0.95
-1 0.95 0.95 0.95
1 0.95 0.96 0.95

Macro avg 0.95 0.95 0.95

The third proposed approach 0.96

0 0.96 0.96 0.96
-1 0.96 0.96 0.96
1 0.96 0.96 0.96

Macro avg 0.96 0.96 0.96

The fourth proposed approach 0.96

0 0.97 0.96 0.96
-1 0.96 0.96 0.96
1 0.96 0.97 0.97

Macro avg 0.96 0.96 0.96

BERT only 0.95

0 0.95 0.95 0.95
-1 0.95 0.96 0.95
1 0.96 0.96 0.96

Macro avg 0.95 0.95 0.95

Combined Static embeddings only 0.91

0 0.89 0.91 0.89
-1 0.91 0.86 0.87
1 0.92 0.93 0.92

Macro avg 0.91 0.91 0.91

Table 10: Results using the combined static embeddings with
PCA and the AugLy technique for COVIDSENTI-A

Models Accuracy Class Precision Recall F1 score

The first proposed approach 0.97

0 0.97 0.95 0.96
-1 0.95 0.97 0.96
1 0.97 0.98 0.98

Macro avg 0.96 0.97 0.97

The second proposed approach 0.92

0 0.96 0.90 0.93
-1 0.90 0.93 0.91
1 0.90 0.95 0.92

Macro avg 0.92 0.92 0.92

The third proposed approach 0.95

0 0.94 0.95 0.95
-1 0.96 0.95 0.95
1 0.97 0.96 0.96

Macro avg 0.96 0.95 0.95

The fourth approach 0.96

0 0.97 0.95 0.96
-1 0.95 0.96 0.95
1 0.96 0.97 0.97

Macro avg 0.96 0.96 0.96

BERT only 0.94

0 0.95 0.92 0.94
-1 0.93 0.94 0.94
1 0.94 0.96 0.95

Macro avg 0.94 0.94 0.94

Combined static embeddings only 0.90

0 0.88 0.90 0.89
-1 0.90 0.85 0.87
1 0.91 0.93 0.92

Macro avg 0.90 0.90 0.90

Table 11: Results using the combined static embeddings with
PCA and the AugLy technique for COVIDSENTI-B

Models Accuracy Class Precision Recall F1 score

The first proposed approach 0.96

0 0.95 0.95 0.95
-1 0.96 0.95 0.95
1 0.96 0.97 0.97

Macro avg 0.96 0.96 0.96

The second proposed approach 0.93

0 0.95 0.93 0.94
-1 0.96 0.89 0.92
1 0.87 0.96 0.91

Macro avg 0.93 0.93 0.93

The third proposed approach 0.95

0 0.96 0.94 0.95
-1 0.94 0.96 0.95
1 0.95 0.96 0.95

Macro avg 0.95 0.95 0.95

The fourth proposed approach 0.95

0 0.96 0.94 0.95
-1 0.94 0.96 0.95
1 0.95 0.95 0.95

Macro avg 0.95 0.95 0.95

BERT only 0.93

0 0.94 0.91 0.93
-1 0.92 0.94 0.93
1 0.93 0.94 0.94

Macro avg 0.93 0.93 0.93

Combined static embeddings only 0.87

0 0.85 0.89 0.87
-1 0.89 0.85 0.87
1 0.89 0.89 0.89

Macro avg 0.88 0.87 0.87

The second series of studies involves utilizing PCA for com-
bining static embeddings and BERT for contextual embed-
dings on unbalanced data. Experimental results are pro-
vided in Tables 13, 14, 15 and 16. On the balanced dataset,
the performance of four DL models for merging the com-
bined static embeddings and contextual ones was exam-
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Table 12: Results using the combined static embeddings with
PCA and the AugLy technique for COVIDSENTI-C

Models Accuracy Class Precision Recall F1 score

The first proposed approach 0.96

0 0.95 0.95 0.95
-1 0.97 0.94 0.96
1 0.95 0.98 0.97

Macro avg 0.96 0.96 0.96

The second proposed approach 0.94

0 0.98 0.91 0.94
-1 0.92 0.96 0.94
1 0.93 0.96 0.94

Macro avg 0.94 0.94 0.94

The third proposed approach 0.95

0 0.95 0.94 0.95
-1 0.95 0.95 0.95
1 0.94 0.95 0.94

Macro avg 0.95 0.95 0.95

The fourth proposed approach 0.96

0 0.95 0.95 0.95
-1 0.95 0.96 0.95
1 0.97 0.95 0.96

Macro avg 0.96 0.96 0.96

BERT only 0.94

0 0.93 0.92 0.92
-1 0.93 0.93 0.93
1 0.93 0.95 0.94

Macro avg 0.93 0.93 0.93

Combined static embeddings only 0.88

0 0.86 0.90 0.88
-1 0.90 0.86 0.88
1 0.90 0.90 0.90

Macro avg 0.89 0.88 0.88

ined. The first proposed approach achieved the highest ac-
curacy score of 0.98, 0.97, 0.96 and 0.96 for COVIDSENTI,
COVIDSENTI-A, COVIDSENTI-B and COVIDSENTI-C.
Using the imbalanced data without AugLy, the highest ac-
curacy obtained using the first model is 0.83, 0.85, 0.83, 0.83
for COVIDSENTI, COVIDSENTI-A, COVIDSENTI-B and
COVIDSENTI-C, respectively. This indicates significantly
worse performance as compared to results on the balanced
dataset. Class balance is responsible for the huge improve-
ment in model performance while utilizing AugLy. The use
of AugLy for data balancing also minimizes the likelihood
of the model over-fitting on the majority class and helps in
performance improvement.
Moreover, results show that the first proposed approach out-
performs the CNN network (the same configuration adopted
for our proposed hybrid approach) applied on BERT only and
the combined static embeddings only. The first proposed ap-
proach achieves 0.98 accuracy score as compared to 0.95 and
0.91 using BERT only and the combined static embeddings
only, respectively for COVIDSENTI. The first proposed ap-
proach achieves 0.97 accuracy score as compared to 0.94
and 0.90 using BERT only and the combined static embed-
dings only, respectively for COVIDSENTI-A. The first pro-
posed approach achieves 0.96 accuracy score as compared to
0.93 and 0.87 using BERT only and the combined static em-
beddings only, respectively for COVIDSENTI-B. The first
proposed approach achieves 0.96 accuracy score as com-
pared to 0.94 and 0.88 using BERT only and the combined
static embeddings only, respectively for COVIDSENTI-C.
These findings might be explained by the fact that the first
proposed technique makes use of the combined static em-
bedding model to capture the characteristics associated with
COVID-19-related terms. Furthermore, the suggested ap-
proach makes use of the BERT model, which has shown ex-
ceptional results on a range of NLP-related problems across
several languages.

VI. Conclusion

Due to the rise in COVID-19 cases, governments have lim-
ited people’s movement, causing a wave of fear and worry
to sweep the world. As a result, a significant portion of

Table 13: Results using the combined static embeddings with
PCA on the original COVIDSENTI

Models Accuracy Class Precision Recall F1 score

The first proposed approach 0.83

0 0.97 0.97 0.97
-1 0.93 0.94 0.94
1 0.15 0.14 0.15

Macro avg 0.68 0.68 0.69

Table 14: Results using the combined static embeddings with
PCA on the original COVIDSENTI-A

Models Accuracy Class Precision Recall F1 score

The first proposed approach 0.85

0 0.95 0.95 0.95
-1 0.58 0.60 0.59
1 0.68 0.65 0.66

Macro avg 0.74 0.73 0.73

Table 15: Results using the combined static embeddings with
PCA on the original COVIDSENTI-B

Models Accuracy Class Precision Recall F1 score

The first proposed approach 0.83

0 0.93 0.97 0.95
-1 0.54 0.41 0.47
1 0.72 0.70 0.71

Macro avg 0.73 0.69 0.71

Table 16: Results using the combined static embeddings with
PCA on the original COVIDSENTI-C

Models Accuracy Class Precision Recall F1 score

The first proposed approach 0.83

0 0.96 0.93 0.95
-1 0.45 0.51 0.48
1 0.70 0.72 0.71

Macro avg 0.70 0.72 0.71

the general population relies on social media to keep in-
formed, particularly social media network platforms such
as Facebook, Twitter, and Instagram. Coronavirus informa-
tion published on social media has a direct impact on peo-
ple’s lives. Sometimes, it was handled positively by peo-
ple and sometimes, it posed a negative impact on the daily
routine. This paper proposes a new SA system. First, we
proposed a new technique for dealing with the imbalanced
dataset problem. Next, we examine several techniques for
combining static word embeddings such as PCA. Finally,
we introduced a strategy based on an attention mechanism
for combining static word embeddings with contextual em-
beddings generated by a BERT-based language model to
classify positive, negative, and neutral reviews using sev-
eral DL architectures. The first proposed DL approach per-
form very well and achieved an accuracy of 0.98, 0.97, 0.96
and 0.96 with AugLy for COVIDSENTI, COVIDSENTI-A,
COVIDSENTI-B and COVIDSENTI-C, respectively. While
the same approach achieved an accuracy of 0.83, 0.85, 0.83
and 0.83 without AugLy for COVIDSENTI, COVIDSENTI-
A, COVIDSENTI-B and COVIDSENTI-C, respectively.
These findings show that employing data balancing with
AugLy improves classification accuracy. Furthermore, since
BERT is trained on Wikipedia and cannot handle emerging
keywords such as trending hashtags, recent topics, and so
on, the experimental findings show that combining contex-
tual vectors (BERT in our case) and the combined static ones
using PCA plays a crucial role in this context.
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