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Abstract: Recent studies have shown that the functional 

discovery of noncoding ribonucleic acids (ncRNA) is gradually 

gaining interest among bioinformatics experts. Families of 

ncRNAs are responsible for various biological functions, 

including gene expression regulation and catalytic activities, 

which have yet to be discovered. These discoveries have 

expanded the scope of the ncRNA study, including finding 

functional subgroups. Hence, cross-fertilisation solutions derived 

from computational intelligence principles and algorithms have 

begun to produce promising outcomes. For the Covariance 

Model (CM) in ncRNA identification, data clustering is one of the 

most common strategies in various fields. Based on sequence 

similarity, hierarchical clustering is the most common method 

for classifying a set of human ncRNAs into distinct families. 

However, standard techniques have several drawbacks, such as 

the sequence structures of each family getting considerably 

diluted as the number of sequence characteristics in the known 

family dataset grows. This study optimises the hierarchical 

clustering approach for identifying ncRNA families using 

Particle Swarm Optimization (PSO).   

 
Keywords: Covariance Model, ncRNA Identification 

Agglomerative Clustering, PSO.  

 

I. Introduction 

Several areas of bio-computational technology [1]-[5] have 

focused on differentiating numerous types of noncoding  

ribonucleic acids (ncRNA) based on the execution of their 

varied functions. For instance, when the relationship between 

RNA structure and function is vital, knowing the usual 

structure of homologous RNAs is advantageous to identify 

functional signatures. Moreover, it is desirable to search a 

genome for ncRNAs. Identification strategies for protein-

coding genes frequently fail when applied to ncRNAs. Hence, 

identifying ncRNA remains an open topic in bioinformatics. 

However, note that the two bases do not need to covary, as 

point mutations such as G–C to G–U are evidence of base 

pairing [6]. 

Hence, approaches that only look for covariation need to 

include important information. The covariance model (CM) 's 

primary advantage is incorporating gene family-specific 

information to improve accuracy [7]. In ncRNA identification, 

CM has proven to be highly effective at locating possible 

members of existing families and has provided excellent 

precision in the database of genome sequences [8]-[10]. 

Existing sequence alignments or unaligned example 

sequences are utilised to automatically generate the annotation 

of various secondary structure alignments within a hairpin 

loop based on an ordered tree [11]-[14]. 

However, it has a substantial disadvantage, namely high 

computational complexity, which limits its practical 

application [6]-[12]. Identifying ncRNA has been hampered 

by uncertainty in determining which sequences comprise a 

family and a need for adequate numbers of known sequences 

to estimate model parameters accurately, in addition to 

challenges associated with a family-specific search that 

necessitates extensive processing. Hierarchical clustering is 

the most common utilised mathematical approach which 

arranges genes into tiny clusters and clusters into higher-level 

systems to increase CM performance [13]. Using hierarchical 

clustering, the dataset is partitioned into a series of subsets. It 

divides the data into a nested tree structure, where the levels 

of the tree indicate similarity or dissimilarity among the 

clusters at different levels and where it has been demonstrated 

to reduce the search time required to identify members of all 

original ncRNA families using Dot Bracket Notations [5], [7]. 

Hierarchical clustering is an effective and valuable 

technique for analysing genomic data and may cluster known 

ncRNA gene families [13]-[17]. Numerous prior research [15] 

have utilised hierarchical clustering to aid in the identification 

process during the merging and clustering of family units. It 

is desirable to reduce the high computational burden imposed 

by covariance model (CM)-based non-coding RNA (ncRNA) 

gene discovery when searching sequencing data using a large 

number of ncRNA families [18], [20]-[23]. The search for a 

gigabyte database of sequences for all known ncRNA gene 

families could take weeks or even years, which is impractical 

for CM. 

Hierarchical clustering has effectively decreased the time 

required to locate members of all original ncRNA families via 
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Dot Bracket Notations [5], [19]. A tree-based approach based 

on the Base Pair Conflicts algorithm is used to pick the 

original combined CM from stem-loop structural elements 

(the existence of a base pair in the other secondary structure). 

On the other hand, the determination process of combined 

CMs significantly depends on the quantity of original CM 

since more structural information leads to adding more 

original CMs to the combined CM. When the number of 

original CMs increases, the sequence characteristics of each 

family will be significantly diluted, resulting in premature 

clustering [5], [24]. 

The paper is structured as follows: the following section 

outlines the proposed methodology, Section III gives the 

results and their discussion, and the final section concludes the 

study. 

II. Research Methodology 

In this part, the two primary steps involved in this 

investigation are described in detail. The mechanism for 

constructing the hierarchical clustering algorithm for the CM 

will be highlighted in Section A. In contrast, Section B will 

detail the activities to hybridise the proposed approaches with 

Particle Swarm Optimization to develop them (PSO). These 

sections aim to identify ncRNA using the Covariance Search 

Model. 

A. Hierarchical Agglomerative Clustering for Covariance 

Model (HACCM) 

The first challenge is addressed by applying a clustering 

technique to known ncRNA gene family clusters. Clustering 

is a commonly used data analysis approach in numerous 

disciplines, such as data mining, machine learning, image 

analysis, and bioinformatics. It is a practical approach to the 

initial challenge [15], [19]. 

This is because hierarchical clustering can yield a 

dendrogram that aids in the organisation of the combined CMs 

[5]. Each non-leaf node in the dendrogram represents the CM 

of its child nodes, while each leaf node represents the CM of 

an ncRNA gene family. Figure 1 displays a hypothetical 

dendrogram structure example. Most hierarchical clustering 

algorithms require a measure of dissimilarity between clusters 

based on tree structure to determine whether clusters should 

be combined (for agglomerative) or where a cluster should be 

divided (for divisive) [16]. 

The distance function often determines this. The most 

prevalent distance functions include the Euclidean distance, 

the Manhattan distance, and the Hamming distance, among 

others. Nevertheless, only a few of these strategies apply to 

the scenario. This cluster examines ncRNA gene families, 

each represented by its secondary structure in Dot-Bracket 

Notation. Dot-Bracket Notation is commonly employed to 

describe the secondary structure of RNA [12]. 

It indicates paired bases with matching brackets and 

unpaired bases with dots. This study defines a unique distance 

function for dealing with Dot-Bracket Notation secondary 

structure data. Before describing the hierarchical clustering 

algorithm for ncRNA genes, this study must clarify two 

definitions [5]. 

 

 
Figure 1. The identification of five ncRNA families from the 

Rfam database using agglomerative clustering [5] 

 

• Definition 1 (Base Pair Conflict): Given two RNA 

secondary structures, a base pair ( 𝑚, 𝑛 ) from one 

secondary structure is called Base Pair Conflict if there 

exists a base pair (𝑖, 𝑗) in the other secondary structure such 

that 𝑚 < 𝑖 < 𝑛 < 𝑗, or 𝑖 < 𝑚 < 𝑗 < 𝑛. 

• Definition 2 (Structure Distance): Given two RNA 

secondary structures, the Structure Distance between them 

is the average number of Base Pair Conflicts in each 

secondary structure. 

The definitions of Base Pair Conflict and pseudoknots are 

comparable. Nonetheless, Base Pair Conflict refers to base 

pairs in two distinct structures, whereas pseudoknots refer to 

those in a single structure [5], [15]. Due to the inability of CM 

to consider pseudoknots, which should be avoided in the 

combined structure, only one of the two conflicting base pairs 

can be retained in the combined structure. 

In contrast to most distance functions used in clustering 

algorithms, which measure dissimilarity between 

observations, the distance function utilised in this study, 

Structure Distance, calculates the compatibility of two RNA 

secondary structures. The lower this value, the greater the 

compatibility between the two secondary structures. 

Compatibility between two secondary structures indicates 

how much structural information can be retained when 

combined. 

Since the goal is to create a combined CM capable of 

capturing as much information as possible from both original 

CMs, two CMs with more compatible secondary structure 

components would be ideal for combining. There are 

generally two types of hierarchical clustering strategies: 

agglomerative, also known as a bottom-up approach, and 

divisive, also known as a top-down approach.  

This study clusters ncRNA gene families using an 

agglomerative approach. The fundamental hierarchical 

clustering procedure is as follows [25], [26]: 

1. Assign each ncRNA gene family to its cluster, then 

construct the distance matrix by calculating the structural 

distance between each family. 
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2. Identify the closest pair of clusters (the smallest element 

in the distance matrix) and combine their secondary 

structures to create a new family corresponding to a non-

leaf node in the dendrogram. The cluster pair should then 

be removed from the dendrogram. 

3. Determine the structure distance between the new cluster 

and each of the previous clusters. 

4. Repeat steps 2 and 3 until only a single cluster corresponds 

to the root of the dendrogram. 

Determining how to select base pairs from the two original 

secondary structures and insert them into the new structure is 

the most important component of combining secondary 

structures. This study cannot simply choose and link all base 

pairs between the two original structures. This may result in 

the combined structure capturing all structural properties of 

both original gene families without information loss, but it 

will significantly increase the complexity of the CM and make 

little difference when compared to searching with the two 

original CMs separately [15]-[19]. 

This study suggests three selection criteria for base pairs 

from two secondary structures. This study proposes three 

criteria for selecting base pairs from two secondary structures. 

First, the selection of base pairs should be as comprehensive 

as feasible. Since more base pairs are selected, more 

secondary structure components are kept, and it is more likely 

that a target sequence will be located while scanning the 

genome database. Second, the base pairs selected from one 

CM must be compatible with those selected from the other 

CM. 

This implies no pseudoknots in the combined secondary 

structure, as CM cannot handle pseudoknots. Thirdly, roughly 

the same number of base pairs should be chosen for each CM, 

which means this study seeks to achieve a balance between 

the two original secondary structures. A greedy algorithm 

selects base pairs from two secondary structures to form a new 

secondary structure that satisfies the abovementioned criteria: 

Hierarchical Agglomerative Clustered Covariance Model 

(HACCM). 

Therefore, the fundamental concept of this study is to 

choose a base pair from one structure that has the fewest 

conflicts (pseudoknots) with base pairs from the other 

structure. This base pair selection will result in the fewest base 

pair deletions in the other structure. 

B. PSO and HACCM Hybridization 

Particle Swarm Optimization (PSO) is chosen as one of the 

warm intelligence techniques to optimise HACCM in this 

study. One of the most important aspects to consider when 

selecting PSO is its straightforward yet effective 

implementation in biological modelling and other related 

problem [16], [27], [28]. The central concept of PSO-

HACCM is that the fitness function of PSO is modified by 

implementing confusion matrix-based performance 

measurement techniques that are calculated using bit-scores.  

This will enable the optimal interaction between PSO and 

HACCM, expanding the search space [25], [26], [29]. 

Additionally, multiple instances of HACCM are executed 

concurrently, each in a PSO particle. This study assigns 

particle position based on the sum of bit-score values obtained 

from the cmsearch program in the Infernal package. In the 

meantime, the fitness value is determined in advance, as there 

are multiple possible confusion matrix-based performance 

measurement techniques. 

Using the confusion matrix performance measurement of 

bit-scores, a comparative study will be conducted to determine 

the most appropriate method for calculating the fitness value 

for the proposed method. Each particle will examine a distinct 

set of CM family clusters and produce unique results as the 

examined CM family cluster set. Its results are recorded to 

prevent multiple examinations of the same set by various 

particles. 

In addition to modifying the fitness function, the strategy 

for updating particle velocity is modified, as shown in Figure 

2. Similar to the original PSO [25], the velocity of the PSO 𝑣𝑖 
in the (𝑡 + 1)th iteration is affected by the inertia ratio 𝐼𝑖 , 
cognitive acceleration ratio 𝐶𝑖, and social acceleration ratio 𝑆𝑖, 
with a slight modification such that 

 

𝑣𝑖(𝑡 + 1) = 𝐼𝑟 + 𝐶𝑟 + 𝑆𝑟 , (1) 

𝐼𝑖 = 𝐼 × 𝑣𝑖(𝑡), (2) 

𝐶𝑖 = 𝐶 × 𝑟𝑎𝑛𝑑() × (𝑝𝑖 − 𝑥𝑖(𝑘)), (3) 

𝑆𝑖 = 𝑆 × 𝑟𝑎𝑛𝑑() × (𝑝𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑘)), (4) 

 

 

Figure 2. Optimisation process using PSO 
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Figure 3. The flowchart to construct hybrid PSO and HACCM 

 

where 𝐼 , 𝐶 , and 𝑆  represent, respectively, the inertia 

weighting, cognitive acceleration, and social acceleration 

coefficients. 𝐼 is set to 0.729844 in this investigation, while 𝐶 

and 𝑆 are both set to 1.49618 [24]. As the particle is composed 

of 𝑁𝑓  clusters, the implementation of these ratios is that 

maximum ⌊
𝐼𝑟×𝑁𝑓

𝑣𝑖(𝑡)
⌋  clusters are reselected from the clusters 

pool, maximum ⌊
𝐶𝑟×𝑁𝑓

𝑣𝑖(𝑡)
⌋  clusters are reselected from the 

particle's personal best, and maximum ⌊
𝑆𝑟×𝑁𝑓

𝑣𝑖(𝑡)
⌋  clusters are 

reselected from the global best particle. The PSO-HACCM 

algorithm is depicted in Figure 3. 

This study employs accuracy as the fitness value candidate 

because it does not rely exclusively on true and false positives, 

unlike the F-score, where the sum of these values can be zero. 

However, other criteria should be considered if the fitness 

values of two or more PSO particles are identical. In this 

investigation, the tiebreaker will be the total of the literal 

values of each family's bit-scores or similarity scores. 

Consequently, the recommended fitness function for this 

investigation is as follows: 

 

𝐹𝑖 = 𝛼 ×
𝐴𝑐𝑐𝑖(𝑡) − 𝐴𝑐𝑐𝑖(0)

𝐴𝑐𝑐𝑖(0)
+ 𝛽 ×

𝑆𝑆𝑖(𝑡) − 𝑆𝑆𝑖(0)

𝑆𝑆𝑖(0)
𝑡 = 1,2… . (5) 

 

where the 𝐴𝑐𝑐𝑖 is the accuracy of 𝑖th member (particle) in the 

𝑡th iteration, and 𝑆𝑆𝑖 is the sum of bit-scores from the families 

of 𝑖th member, with 𝐴𝑐𝑐𝑖(0) and 𝑆𝑆𝑖(0) are the accuracy and 

sum of bit-scores of the original HACCM. 𝛼 and 𝛽 are the 

parameters used to determine the importance of classification 

accuracy and the subset size, where the 𝛼 ∈ [0,1] and 𝛽 =
1–𝛼. In this study, the 𝛼 is set to 0.9, while the 𝛽 is set to 0.1. 

III. Result and Discussion 

This section describes the simulation results of a comparative 

study between the Hierarchical Agglomerative Clustering for 

Covariance Model (HACCM) and Particle Swarm 

Optimization HACCM (PSO-HACCM) by following the data 

preparation in Figures 4 and 5. Five sets of ncRNA gene 

families were selected from the Rfam database to test the CMs 

combination method. The selected gene families have a 

roughly similar average length, so their CM combination 

would not be biased towards either. Therefore, the number of 

selected sequences will be set to the lowest number of 

sequences accessible, 51.  

After successfully obtaining the ncRNA family dataset 

from the Rfam database, the training and testing datasets must 

be prepared and processed for use by the Infernal package's 

utilities. The suggested technique randomly divides each gene 

family's selected sequences into three groups of three 

sequences. In contrast, the remaining unselected sequences 

will be used to validate the generic combined CM produced 

by existing and suggested methodologies using the testing 

dataset. 

Step 1

•Generate balanced cluster pool based on minimum number

Step 2

•Generate similarity matrix between clusters

•Find the closest pair of clusters using greedy algorithm and combine it

•Construct tree-based combined CM structures

Step 3

•Measure the fitness value of each combined clusters using CM search score 
and confusion matrix

Step 4

•Compare and get best  hierarchical CM structure with highest fitness value 

•Update clusters combination with PSO’s velocity composite values

Step 5

•Set threshold Fit = 1 or stagnant fitness for 5 iterations

•Proceed to Step 2 if threshold not fulfilled
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The simulation results present the accuracies and the sum 

of bit-scores of the best member from 50 executions using 

three members for each technique and the total processing 

time to complete all. Based on the results shown in Tables 1 

and 2 with the percentage of the differences between the two 

techniques, shown in Tables 1 and 2, PSO-HACCM produces 

the best accuracy, the sum of bit-scores, and processing time 

compared to the original HACCM.  

This study prefers to use the bit-score instead of the E-value, 

which is based on the bit-score, because the bit-score doesn’t 

depend on the sequence database size, only on the covariance 

model and the target sequence. The bit-score is the log-odds 

score for the hit. Each technique is executed for 50 iterations 

to ensure the performance stability of the existing and 

proposed techniques. 

 

 

 
Figure 4. Data collection and preparation from Rfam using Infernal 

 

 

 

 

Figure 5. The flowchart to construct hybrid PSO and HACCM 
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Generate cluster pool from random selected sequences for each family Nc

Set unselected sequences as testing dataset
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Table 1. The accuracy, sum of bit-scores, and processing time results of HACCM and PSO-HACCM techniques from fifty 

executions 

Accuracy Sum of Bit-Scores Processing Time (s) 

HACCM PSO-HACCM HACCM PSO-HACCM HACCM PSO-HACCM 

80% 85% 302.1 329.7 392.5 358.8 

85% 85% 277.8 347.3 412.7 404.0 

85% 95% 290.9 378.5 377.1 322.9 

80% 90% 310.6 294.3 379.3 353.5 

85% 85% 297.5 337.9 338.7 328.3 

80% 100% 324.6 434.8 415.3 325.0 

80% 85% 268 279.2 422.1 363.7 

80% 85% 285 334.1 476.1 354.1 

80% 85% 330.8 306.4 432.7 357.1 

85% 90% 366.6 347.3 398.4 377.5 

100% 100% 369.8 384.6 353.3 346.1 

 

Table 2. Descriptive test results of HACCM and PSO-HACCM 

Descriptive Technique Accuracy Sum of Bit-Score Processing Time 

Mean 
HACCM 82.8% 316 391 

PSO-HACCM 91.0% 359 357 

Median 
HACCM 80.0% 313 391 

PSO-HACCM 90.0% 362 355 

Mode 
HACCM 80.0% 302 328 

PSO-HACCM 95.0% 306 314 

 

Table 3. Differences between PSO-HACCM and HACCM techniques 

Compared 

Technique 

Accuracy Sum of Bit-Score Processing Time 

Value % Value % Value % 

PSO-HACCM vs. 

HACCM 
4.8% +10.2% 43 +13.6% 34 +8.7% 

 

 
Figure 4. Normal Q-Q plot of the accuracy of HACCM and PSO-HACCM 
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Figure 5. Normal Q-Q plot of the bit-scores of HACCM and PSO-HACCM 

 

 
Figure 6. Normal Q-Q plot of the processing time of HACCM and PSO-HACCM 

 

Table 3 shows that PSO-HACCM has 10.2% higher 

accuracy, 13.6% higher sum of bit score, and 8.7% faster than 

HACCM due to its cognitive and social accelerations 

capabilities. The results are also presented in graphical format 

using normal Q-Q plots in Figures 4, 5, and 6. However, an 

in-depth comparison of these techniques must be conducted to 

validate whether the difference between PSO-HACCM and 

original HACCM is statistically significant. 

Both techniques have been tested for normality to 

determine whether their data is normally distributed using 

Shapiro–Wilk W tests of normality. Then it is concluded that 

the accuracies of PSO-HACCM and original HACCM 

techniques are normally distributed in Table 4. Therefore, the 

t-test can be conducted to validate the identification accuracy 

of these techniques, which is based on the post hoc 

comparisons using the Tukey HSD test shown in Table 5, 

indicating that the mean score for the identification accuracy 

of PSO-HACCM is statistically significantly better than 

HACCM [𝑡(147) = −4.31, 𝑝 < 0.001]. 
 

Table 4. Shapiro–Wilk W tests of normality for assumption 

checks for HACCM and PSO-HACCM 

W Sig. 

0.988 0.222 
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Table 5. Post hoc test results of identification accuracy using 

Tukey HSD for HACCM and PSO-HACCM 

Post-hoc Test 
Mean 

Difference 
t-value df Sig. 

Tukey HSD -9.07 -4.31 147 < 0.001 

 

IV. Conclusion 

A hierarchical agglomerative clustering (HAC) method 

heuristically merges and clusters sequence features of each 

family, which are selected randomly to form the combined 

covariance model (CCM). Grouping several sub-families 

permits the modelling of the observed variation between the 

sub-families and may enable the discovery of new family 

members with different combinations of the various features 

than those observed in the initial training set. However, 

essential characteristics and features of a given subfamily may 

be diluted by mixing with other sub-families that lack those 

characteristics. 

Therefore, the objective of this study is to propose this 

technique as the improvement in constructing the best 

candidate of combined CMs and to measure the performance 

of swarm intelligence-based hierarchical clustering for 

ncRNA identification. Hence, the proposed technique acts as 

an enhanced mechanism to ensure a balanced dataset is used 

to generate HACCM.  

Comprehensive performance measurements, such as the 

comparison of accuracy, the sum of bit-scores, and processing 

time, have also been conducted, which corresponds to the 

purpose of this study, which is to formulate a balanced and 

optimised combined CMs hierarchical model structure in 

identifying ncRNA families. Thus, based on the performance 

measurement and statistical validations, the proposed PSO-

HACCM performs better than the HACCM technique in terms 

of optimal performance, identification accuracy, the sum of 

bit-scores, and processing time. 
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