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Abstract: The exponential growth of social media has yielded
several advantages, but it has also brought about a major chal-
lenge in the form of “fake news”, which has become a substan-
tial hindrance to journalism, freedom of expression, and democ-
racy at large. The purpose of this study was to examine the cur-
rent AI techniques employed for detecting fake news, determine
their limitations, and compare them with the latest models. The
performance of memory-based and Ensemble methods (LSTM,
Bi-LSTM, BERT, Distilled BERT, XGBoost, and AdaBoost) was
compared with traditional methods, and the impact of ensemble
learning was evaluated. The study aimed to identify appropri-
ate models for fake news detection in order to facilitate a secure
and reliable environment for information sharing on social me-
dia and ultimately counteract the spread of false information.
Keywords: Fake news, Machine learning, Ensemble Learning, Ar-
tificial Intelligence, Social media

I. INTRODUCTION

The phrase “fake news” has become a buzzword in recent
years, however, there is still a lack of agreement on a
definitive definition for the term. But, in accordance with
recent studies, the definition that has been widely adopted
is that ”fake news” refers to a piece of information that is
presented as an article and contains falsehoods, which can
be fact-checked and was created with the deliberate intent of
deceiving the reader. The purpose of publishing this false
information is to manipulate the beliefs or actions of the
reader, making it a significant threat to credible journalism,
freedom of expression, and the democratic process as a
whole. In the political realm, fake news has been used as a
tool for propaganda and manipulation, influencing elections
and shaping public opinion. Research has shown that fake
news can have a significant impact on election outcomes,
spreading false information about candidates and issues
(Allcott & Gentzkow, 2017). This threatens the democratic
process and can lead to election interference. The spread
of fake news can also contribute to political polarization
by spreading false information and fueling division within
society (Bharali & Goswami, 2018), making it difficult
for people to engage in constructive dialogue and find

common ground. The proliferation of false information and
conspiracy theories related to the COVID-19 pandemic had
been facilitated by the utilization of social media platforms
(Rocha et al., 2021; Awan et al., 2022). An analysis of the
impact of misinformation on health reveals the widespread
occurrence of infodemic knowledge, leading to a decrease in
trust towards government entities, researchers, and health-
care professionals (Banai et al., 2021). The consequences of
misinformation can result in negative psychosocial outcomes
such as panic, depression, fear, fatigue, and an increased
risk of infection. Furthermore, some findings indicate the
potential for fake news to be utilized for covert manipulation
of behavior (Bastick ,2021). It posits that existing efforts
to address fake news and disinformation are inadequate
in safeguarding social media users from this threat, and
underscores the significance of this issue for democratic
systems. The authors call for an immediate and interdisci-
plinary effort to examine, safeguard against, and mitigate the
dangers of covert, widespread, and decentralized behavior
modification through online social networks. The impact of
fake news is not limited to the political and social spheres,
it can also have a significant impact on financial markets
and the economy (Boudoukh et al., 2019). For example,
false information about a company’s financial performance
can lead to a drop in stock prices, affecting investors and
potentially leading to economic instability.

Tagging social media articles with flags or labels has been
identified as one of the important strategies. In a study with
717 participants, research from Gaozhao (2020) found that
people relied heavily on the flags identifying a post as fake
irrespective of their political background. Users are not good
at differentiating misinformation from genuine information,
due to lazy reasoning - reluctance to think critically, and mo-
tivated reasoning - thinking on the bases of preconceptions,
confirmation bias and conservatism. It also found that the
flags used to tag fake news on the internet are highly in-
fluential, irrespective of them being expert based or crowd-
sourced. They don’t promote thinking, rather act as a pow-
erful influence. Hence the accuracy of applying flags is of
paramount importance in solving the problem. The growing
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problem of fake news has prompted a shift towards the use of
Artificial Intelligence for its detection and classification. AI-
based classification is a field in computer science that strives
to emulate human intelligence through the use of specialized
hardware and software. To accomplish this, machine learn-
ing algorithms are written, trained, and implemented to form
correlations between inputs and outputs, allowing the model
to make predictions about future states. AI programming fo-
cuses on three primary cognitive skills: learning, reasoning,
and self-correction. 1. Learning - The main focus here is
on collecting data and creating algorithms providing step-
by-step instructions to turn raw data into something tangible
and accomplish a specific task. 2. Reasoning - The main
focus here is on identifying the best algorithm to achieve
the desired result. 3. Self-correction - The main focus here
is to continuously fine-tune and improve algorithms to pro-
vide the most accurate results possible. The success of AI-
based classification largely relies on the availability of large
amounts of labeled training data. This allows the algorithms
to analyze millions of examples and learn to distinguish fake
news from authentic information. As AI models continue to
evolve, they are expected to become more effective at iden-
tifying and flagging fake news, making it easier to combat
this growing problem. With the help of machine learning
classifiers, fake news in social media can be detected with an
accuracy of over 90% (Nistor & Zadobrischi, 2022).

II. METHODOLOGY

A. Objective

To compare the performance of traditional machine learn-
ing algorithms with deep learning algorithms and Ensemble
Models in detecting fake news.

B. Research Hypothesis

Alternative Hypothesis(H1) - Deep learning algorithms and
Ensemble models have a significantly better performance for
fake news detection compared to traditional machine learn-
ing algorithms.

C. Research Design

The research technique of content mining has been employed
in this study. Two datasets, WELFake and ISOT, were uti-
lized for this purpose. WELFake was generated by com-
bining four major news datasets (Kaggle, McIntire, Reuters,
and BuzzFeed Political) and encompasses 72,134 news ar-
ticles, comprising 35,028 genuine articles and 37,106 false
news articles. This method of analysis allows for the ex-
traction of meaningful information from text through the uti-
lization of computational methods to identify patterns from
extensive amounts of data. The larger size of the WELFake
dataset was implemented to prevent over-fitting of classifiers
on smaller datasets and improve the model’s training pro-
cess. The dataset was designed with the aim of training future
models utilising real world sources fro detecting fake articles.
(Verma et al.); The ISOT dataset was created using genuine
sources, and the included fake articles were collected based
on flags from Politifact, an organization that verifies the ac-
curacy of political news, and from Wikipedia. The dataset,

ID Unique ID for a News Article
Title The Title of a News Article
Text The Text of the Article (can be

incomplete)
Label Indicates Reliability;

0 for unreliable
1 for reliable

Table 1: Features of the WELFake Dataset

Title Title of the News Article
Text Content of the Article
Type Real or Fake
Date Date on which the Article was published

Table 2: Features of the ISOT Dataset

comprising over 25,000 news articles, was developed with
the aim of enhancing the training process of models used to
identify fake news (Ahmed H et al.). The utilization of gen-
uine sources in creating the ISOT dataset provides a more
realistic and practical approach to identifying and detecting
fake news articles. By including flagged articles, the dataset
incorporates potential biases and misinformation that can be
present in real-world situations. The training data set used
has four features as shown in Table 1.
In our study of fake news detection, we concentrated on the
text features and applied word embedding methods to en-
hance the classification of news articles. The labels for re-
liable news were assigned as 0 and unreliable news as 1.
We evaluated six AI models, including Naive Bayes, Sup-
port Vector Machines (SVMs), Long Short-Term Memory
(LSTMs), Bi-LSTMs, BERT, and Distilled BERT to deter-
mine their efficacy in detecting fake news. Subsequently, we
utilized Ensemble approaches - Random Forest Regressions,
XGBoost and AdaBoost to draw an overall comparison be-
tween Memory-based techniques and the other existing tech-
niques in use.

D. Measure Design

The models were evaluated using Accuracy, Precision, Re-
call, F1-score, and Specificity as metrics. The values of these
metrics were obtained on a ratio scale, which enabled the
comparison of their absolute values.
The proportions of True Positives, True Negatives, False Pos-
itives, and False Negatives generated by the models deter-
mined the definition of the following metrics:

Accuracy =
TP + TN

TP + TN + FP + FN

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F − score =
2

1
precision + 1

recall

Specificity =
TN

TN + FP

True Positives (TP) : A scenario where the model correctly
identifies a true outcome as true.
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True Negatives (TN) : A scenario where the model correctly
identifies a false outcome as false.
False Positives (FP) : A scenario where the model misidenti-
fies a false outcome as true.
False Negatives (FN) : A scenario where the model misiden-
tifies a true outcome as false.

The evaluation was performed using the sklearn, keras,
SVM, and nltk libraries in the Python language on the
Google Collab platform.

III. Algorithms

The basic workings of the algorithms used are shown below
(Dasaradh, 2020) :

A. Naive Bayes Classifier

The Naive Bayes Classifier is a machine learning technique
that uses Bayes’ theorem to make predictions. This method
assumes that all features are independent of each other, hence
the name ”Naive.” Bayes’ theorem states that the probability
of an event happening, given that another event has already
taken place, can be calculated using the formula:

P (θ|x) = P (θ)
P (x|θ)
P (x)

In the case of multiple outcomes (n), the chain rule can
be applied to determine the probability of each outcome as
below- P(θ, x1, ..., xn) = P (x1, ..., xn, θ)
= P (x1|x2, ..., xn, θ).P (x2, ..., xn, θ)
= P (x1|x2, ..., xn, θ).P (x2|x3, ..., xn, θ)...P (xn|θ).P (θ)
Thus the probability can now be measured as -

P(θ|x1, ..., xn) =
P (θ).

∏n

i=1
P (xi|θ)

P (x1).P (x2)...P (xn)
This formula forms the basis of the Gaussian Naive Bayes
classifier, which is trained on the frequency of words in an
article. The independence assumption allows the classifier to
make fast and efficient predictions, even when dealing with
large amounts of data. By using this method, the classifier
can quickly identify articles that contain fake news and dis-
tinguish them from credible sources.

B. Support vector machine (SVM)

Support vector machines (SVMs) are a well-established
method in the field of machine learning for binary classifica-
tion problems. The goal of an SVM is to determine a bound-
ary or hyperplane that separates the data points into different
classes with maximum margins. The decision boundary is
based on the attributes used to classify the data points, with
the number of dimensions determined by the number of fea-
tures involved.
We can show the Cost function for SVM models as:

J(θ) =
1

2

n∑
j=1

θ2j

And shown as such:

θTx(i) ≥ 1, y(i) = 1,

θTx(i) ≤ −1, y(i) = 0.

The function here uses a linear kernel, SVMs use by default,
but other kernel functions can be used in cases where the data
points are not easily separable or are multi-dimensional. We
employed the Radial Basis Function (rbf) kernel for training
purposes.

C. Neural Networks

Neural Networks are complex models that consist of a se-
ries of interconnected layers including the input layer, hidden
layers, and the output layer. They utilize simple units known
as neurons to make predictions. The two key processes in-
volved in a Neural Network are the Forward Propagation and
the Learning Process.
In Forward Propagation, each input x is assigned with a
weight (wi) that represents the strength of the connection be-
tween the neurons, and a bias (b) is added to the equation.
The calculation for z is represented mathematically as:

z = x.w + b

To add non-linearity to the model, the result from the above
calculation is then passed through a Sigmoid function. The
sigmoid function maps the output to a value between 0 and 1
and is defined as:

ŷ = σ(z) =
1

1 + e−z

Here σ denotes the sigmoid activation function, and the out-
put obtained is known as the predicted value (ŷ).
The optimization of the Neural Network is done using the
Gradient Descent algorithm. The algorithm adjusts the
weights and biases in proportion to the gradient of the cost
function. The result of a single neuron can be expanded to
the entire Neural Network with some modifications.

D. Long Short Term Memory Networks (LSTMs)

In a sentence, the relationship between words is crucial for
the proper classification of articles. Traditional neural net-
works, however, have limitations in retaining memories of
previous events that could impact future ones. To tackle this
problem, Recurrent Neural Networks (RNNs) have been de-
veloped. These networks consist of loops that allow them to
store and utilize previous events. Among RNNs, Long Short
Term Memory Networks (LSTMs) are a specialized version
designed to handle long-term relationships between words
in a sentence. These models are particularly useful in fake
news detection, where understanding the context and inter-
dependence of words can provide important information in
determining the authenticity of the news.
The Architecture of LSTMs is shown below in Figure 1.
(Socher, 2015).
Input gate: i(t) = σ(W (i)x(t) + U (i)h(t−1))

Forget gate: f (t) = σ(W (f)x(t) + U (f)h(t−1))

Output/Exposure gate: o(t) = σ(W (o)x(t) + U (o)h(t−1))

New Memory Cell: c̃(t) = tanh(W (c)x(t) + U (c)h(t−1))

Final Memory Cell: c(t) = f (t) ◦ c̃(t−1) + i(t) ◦ c̃(t))

Hidden State: h(t) = o(t) ◦ tanh(c(t))
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Figure 1 : Architecture of LSTMs.
As shown in Figure 1, the structure of a Long Short-Term
Memory (LSTM) network involves five stages in its compu-
tation:

• Memory Generation: The process of generating a new
memory cell, denoted as c̃(t), that takes into account
both the current input word, x(t), and the previous hid-
den state, h(t−1).

• Input Gate: This gate determines the importance of the
input word, x(t), and the previous hidden state, h(t−1),
in the formation of the new memory cell. The input
gate produces an indicator,i(t), that reflects this deter-
mination.

• Forget Gate: This gate assesses the relevance of the pre-
vious memory cell, c(t−1), for the current memory cell
formation. The forget gate takes into consideration the
input word, x(t), and the previous hidden state, h(t−1),
to produce an indicator, f (t).

• Final Memory Generation: The stage of combining the
effects of the input and forget gates to produce the final
memory cell, c(t). This stage forgets the past memory
cell, c(t−1), based on the advice of the forget gate, f (t),
and incorporates the new memory cell, c̃(t), based on
the input gate’s indicator, i(t).

• Output/Exposure Gate: The purpose of this gate is to
control the exposure of the final memory cell, c(t), to the
hidden state,h(t). The output gate produces an indicator,
o(t), that reflects which aspects of the final memory cell,
c(t), should be included in the hidden state. The output
gate is used to gate the pointwise tanh of the memory to
produce the hidden state.

These five stages allow the LSTM cell to store and process
information over time and make predictions based on that in-
formation. The gates in the LSTM structure provide the abil-
ity to selectively store, forget, and output information, which
enables the cell to effectively model long-term dependencies
in sequential data.

E. Bi-directional Long Short Term Memory networks(Bi-
LSTMs)

A Bidirectional long-short term memory (Bi-LSTM) is a
neural network architecture that is designed to capture the
relationships between elements in a sequence of data in two
directions, i.e., both from the past to the future and from the
future to the past. This is accomplished by incorporating
extra layers into the model that allow the input to flow in
both directions. In comparison to traditional LSTM models,
which only consider the relationships in a single direction,
Bi-LSTMs offer a more comprehensive view of the relation-
ships between elements in a sequence, enabling them to bet-
ter capture the long-term dependencies(Verma, 2021).

./BiLSTM.pngFigure 2: Architecture of a Simple Bi-LSTM Model
In a Bidirectional LSTM model, information flows in both
the past to future and future to past directions. This architec-
ture is beneficial when working with sequence-to-sequence

problems, making it an advantageous tool in the context of
fake news detection.
The Bi-LSTM architecture involves several key components,
including the inputs, forward layers, backward layers, acti-
vation layers, and outputs. Each of these components plays a
crucial role in the functionality of the Bi-LSTM.

• Input: The input in a Bi-LSTM architecture is typically
a sequence of vectors, representing either words or sub-
words. These vectors are then processed by the forward
and backward layers.

• Forward Layers: The forward layers are responsible for
processing the input in a forward direction, from the be-
ginning to the end of the sequence. These layers consist
of a series of LSTM cells, which apply the input gate,
forget gate, output gate, and final memory generation
operations to the input sequence.

• Backward Layers: The backward layers are similar to
the forward layers, except that they process the input
sequence in the opposite direction, from the end to the
beginning. This allows the Bi-LSTM to capture infor-
mation about both the context preceding and following
each word or subword in the input sequence.

• Activation Layers: The activation layers are responsible
for transforming the outputs of the forward and back-
ward layers into a more compact representation. This
typically involves applying a non-linear activation func-
tion, such as the hyperbolic tangent or sigmoid function,
to the output of each layer.

• Outputs: The outputs of a Bi-LSTM are a set of feature
vectors, representing the input sequence in a reduced
and transformed form. These feature vectors can then
be used for various tasks, such as sentiment analysis,
named entity recognition, or, as in our case, Fake News
Detection.

By incorporating information from both directions, the Bi-
LSTM can provide a more comprehensive understanding of
the relationships between elements in a sequence, improving
the overall performance of the model.

F. Bidirectional Encoder Representations from Transform-
ers (BERT)

Bidirectional Encoder Representations from Transform-
ers(BERT) is a transformer-based architecture used for NLP
tasks such as text classification, language translation, and
question-answering. The model was introduced by Google
in 2018 and has since become one of the most widely used
NLP models in industry and research.(Devlin et al., 2018).

The architecture of the BERT model consists of the
following components:

• Embedding Layer: The input to the model is a sequence
of tokens (words or sub-words). These tokens are first
passed through an embedding layer to convert them into
dense vectors. The embedding layer is usually initial-
ized with pre-trained weights from a large corpus of
text.
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• Encoder Layers: The core of the BERT model is its
encoder, which is composed of multiple stacked trans-
former blocks. The transformer blocks consist of a
self-attention mechanism and a fully connected feedfor-
ward network. The self-attention mechanism allows the
model to capture long-range dependencies between to-
kens.

• Pooling Layer: The output from the final encoder layer
is passed through a pooling layer to generate a fixed-
length representation for each input sequence. This
fixed-length representation is then used as input to a
classifier for the NLP task at hand.

• Pretraining: The BERT model is pre-trained on large
amounts of unsupervised text data, where it is trained to
predict the masked tokens in a sentence given the rest
of the sentence. This pre-training allows the model to
learn rich representations of the language that can be
fine-tuned for specific NLP tasks.

• Fine-Tuning: Once the pre-training is completed, the
BERT model can be fine-tuned on smaller labeled
datasets for specific NLP tasks such as language trans-
lation, question-answering, and in our case, text classi-
fication for Fake News Detection . The fine-tuning pro-
cess involves adding a task-specific layer on top of the
pre-trained model and training the model on the smaller
labeled dataset.

G. Distilled BERT

Distilled BERT is a smaller, faster, and more efficient version
of the original BERT model. The architecture of distilled
BERT is similar to the original BERT model but it is de-
signed to have fewer parameters and therefore requires less
computational power.
The architecture of distilled BERT is based on the Trans-
former architecture, which is a type of neural network that is
well suited for processing sequences of data such as natural
language text. The main components of the distilled BERT
model are the encoding layers and the attention mechanism.
The encoding layers are responsible for converting the input
text into a fixed-length representation that can be used by the
rest of the model. These layers use a combination of linear
transformations and activation functions to generate this rep-
resentation.
The attention mechanism is responsible for allowing the
model to focus on different parts of the input sequence at
different times. This mechanism uses self-attention, which
allows the model to consider the relationships between all
elements of the input sequence in a parallel fashion.
In addition to these core components, distilled BERT also
uses several other techniques to improve its efficiency and
accuracy, such as knowledge distillation and quantization.
Knowledge distillation is a process in which a smaller model
is trained to mimic the outputs of a larger model. The smaller
model is trained using a combination of the original training
data and the outputs of the larger model.
Quantization is a technique that reduces the precision of the
model’s parameters, which reduces the amount of memory
required to store the model and speeds up its inference time.

By combining these techniques, distilled BERT can achieve
similar performance to the original BERT model but with
much fewer parameters, making it more efficient and easier
to deploy in a variety of applications. (Sanh et al., 2019)

H. Ensemble Learning Methods

Ensemble methods have been increasingly used to tackle the
challenge of detecting fake news. These techniques combine
the predictions of multiple models to achieve improved accu-
racy and performance compared to individual models. There
are several ensemble techniques, including Bagging, Boost-
ing, Stacking, and Blending.
Bagging is a weak learner’s model that uses parallel and in-
dependent learning from different models and then averages
the results to make the final prediction. Boosting, on the
other hand, is also a weak learner’s model but learns in a
sequential manner and adapts to improve the predictions.

Figure 3 : Concept Diagram of Stacking.
Stacking is a hybrid approach that involves training multiple
models in parallel and then combining them by training a
meta-model to make predictions based on the predictions of
the individual models. This approach is expected to produce
more tangible outputs with higher accuracy.
Blending, like stacking, is another ensemble technique that
can boost performance and accuracy. It uses a holdout set,
separate from the training set, to make predictions and then
trains a model using these predictions. (By Great Learning
Team, 2022).
Basically, Ensemble learning methods are a class of machine
learning techniques that utilize multiple models to obtain
improved performance compared to using a single model.
AdaBoost (Adaptive Boosting), Random Forest Regression,
and XGBoost(Extreme Gradient Boosting ) are popular algo-
rithms in the ensemble learning domain.

I. Random Forest Algorithm

Random forest is an ensemble learning technique that com-
bines multiple classifiers to improve the performance and re-
duce weaknesses of individual models. The algorithm lever-
ages the results of multiple decision trees trained on different
subsets of the data, and the outputs are then averaged or voted
to produce accurate results.
Random forests are known for their ability to maintain high
accuracy even when the dataset has missing values. The al-
gorithm is versatile, and can be applied to various regres-
sion and prediction problems, as it requires fewer parameters
and can handle complex datasets with high dimensions. It is
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Parameters→/ Accuracy Precision Recall F1-Score Specificity
Models↓
Naı̈ve Bayes 49.84% 70.00% 2.19% 4.24% 99.03%
SVM 85.08% 80.50% 95.27% 87.26% 73.29%
LSTM 85.50% 90.00% 86.40% 88.16% 84.00%
Bi-LSTM 87.46% 93.68% 80.25% 86.45% 94.62%
BERT 93.33% 97.54% 88.78% 92.95% 97.80%
DistilBert 93.33% 94.41% 91.99% 93.18% 94.65%
Random Forest Re-
gression

89.68% 91.19% 88.69% 89.92% 90.76%

XGBoost 75.87% 73.21% 78.07% 75.56% 73.86%
AdaBoost 91.75% 93.35% 90.49% 91.90% 93.09%

Table 3: Comparison among performances of different models (WELFake Dataset)

Parameters→/ Accuracy Precision Recall F1-Score Specificity
Models↓
Naı̈ve Bayes 50.00% 81.82% 8.41% 15.25% 97.85%
SVM 98.00% 97.83% 98.90% 98.36% 98.17%
LSTM 92.00% 88.18% 97.00% 92.38% 87.00%
Bi-LSTM 96.00% 93.94% 97.89% 95.88% 94.29%
BERT 99.00% 99.99% 98.08% 99.03% 99.99%
DistilBert 96.50% 99.99% 93.27% 96.52% 99.99%
Random Forest Re-
gression

90.50% 91.26% 90.38% 90.82% 90.62%

XGBoost 97.50% 98.96% 95.96% 97.44% 99.01%
AdaBoost 98.50% 97.83% 98.90% 98.36% 98.17%

Table 4: Comparison among performances of different models (ISOT Dataset)

widely used in classification and prediction of univariate and
multivariate time series.(Gaurkar S. et. al, 2021).
The implementation process of Random forests involves
building a decision tree for each sample set, obtaining the
prediction result from each tree, and finally selecting the
most voted prediction as the final result. With an increased
number of trees in the forest, the accuracy and precision of
the solution tends to improve.

Figure 4 : Concept Diagram of Random Forest Regressions.

J. AdaBoost

Adaptive Boosting (AdaBoost) is a popular ensemble learn-
ing method used for binary classification problems. It com-
bines several weak classifiers to form a strong classifier. The
algorithm is adaptive in the sense that subsequent weak clas-
sifiers are designed specifically to address the mistakes made
by previous classifiers.
AdaBoost works by iteratively training a sequence of weak
classifiers and then weighting each of the weak classifiers. At
each iteration, the weight of each instance is adjusted based

on the error made by the previous classifier. Instances that
are difficult to classify are given more weight, and instances
that are easily classified are given less weight. In this way,
subsequent classifiers focus more on instances that have not
been accurately classified by previous classifiers.(Freund &
Schapire, 1997)
The final prediction of the AdaBoost algorithm is the
weighted sum of the predictions of all weak classifiers. In
other words, each weak classifier makes its prediction and
contributes a weight to the final prediction, with the weights
proportional to the classifier’s accuracy.
AdaBoost can be applied to any binary classification prob-
lem, as long as a weak classifier can be defined. The algo-
rithm has been applied to a variety of problems, including ob-
ject recognition, speech processing, and biological sequence
analysis, among others. The algorithm is relatively fast, ro-
bust to noisy data, and is less likely to over-fit compared to
other ensemble methods like random forests.
AdaBoost has been thoroughly studied and its theoretical
properties have been well established. It has been shown that
AdaBoost converges to the Bayes classifier under mild con-
ditions, and it has been proven that the algorithm is capable
of achieving a low generalization error rate (i.e., a high ac-
curacy) if the weak classifiers are sufficiently accurate and
diverse.

K. XGBOOST

The XGBoost (eXtreme Gradient Boosting) is an open-
source software library for gradient boosting trees designed
for speed and performance that has been widely used in
machine learning and data science. XGBoost is a variation
of the gradient boosting trees algorithm that incorporates
several enhancements to make it more computationally
efficient and scalable, such as regularization, parallel and
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distributed computing, and column subsampling.(Chen &
Guestrin, 2016).

The architecture of the XGBoost framework is as fol-
lows:

• Base Learners: XGBoost is an ensemble of decision
trees. Each decision tree is considered as a weak learner
that is built one by one to form a strong learner. The
objective is to minimize the loss function through the
trees.

• Tree Booster: XGBoost implements the tree booster,
a highly efficient gradient boosting tree algorithm that
minimizes the loss by building trees in a forward stage-
wise manner. At each stage, the algorithm updates the
gradient by using the gradient information from the pre-
vious stage.

• Regularization: XGBoost implements regularization by
adding a penalty term to the loss function that is being
optimized. The penalty term controls overfitting and the
generalization of the model.

• Parallel and Distributed Computing: XGBoost has
been designed for parallel computing and supports dis-
tributed computing through a combination of parallel
and communication optimizations. This makes it highly
scalable and enables it to handle very large datasets.

• Column Subsampling: XGBoost implements column
subsampling to reduce the complexity of the model and
reduce overfitting. At each stage, the algorithm subsam-
ples the columns of the data and builds the trees only
with the subsampled columns.

IV. Results and Discussion

A. Comparing Performances of Models

The observations upon training our Models against the
WELFake dataset have been presented in Table 3. When
comparing the performance of different models, Naive Bayes
showed a low accuracy of 49.84% but a high specificity of
99.03%. The highest specificity but lowest accuracy for
Naive Bayes indicates that the model has a high ability to cor-
rectly identify instances where news is not fake (True Neg-
atives), but its overall performance in correctly identifying
both fake and real news is low. This may mean that the model
is conservative in its predictions, as it prioritizes avoiding
false negatives (identifying real news as fake), but this also
results in missing some instances of fake news (false posi-
tives).SVM had a better accuracy of 85.08% and a high recall
of 95.27%. LSTM had a similar accuracy of 85.50% but a
higher precision of 90.00%. Bi-LSTM showed improved re-
sults with an accuracy of 87.46% and a precision of 93.68%.
BERT and DistilBERT had the highest accuracy at 93.33%
with BERT having a higher F1-Score of 92.95% and Distil-
BERT having a higher specificity of 94.65%. XGBoost had a
lower accuracy of 75.87% while AdaBoost showed 91.75%
accuracy with a good balance between precision and recall.
Random Forest Regression had an accuracy of 89.68% with
an F1-Score of 89.92%.

The observations upon training against the ISOT dataset have
been presented in table 4. Here, Naive Bayes had a low ac-
curacy of 50.00% but a high specificity of 97.85%. SVM
had an impressive accuracy of 98.00% and a high recall of
98.90%, despite being one of the traditional models used.
LSTM had a 92.00% accuracy with a recall of 97.00%. Bi-
LSTM showed improved results with 96.00% accuracy and
a precision of 93.94%. BERT and DistilBERT both had high
accuracy, with BERT at 99.00% and a F1-Score of 99.03%,
and DistilBERT at 96.50% with a specificity of 99.99%. XG-
Boost had a good accuracy of 97.50% and AdaBoost showed
a similar accuracy of 98.50% with a precision of 97.83%.
Random Forest Regression had an accuracy of 90.50% and a
balanced F1-Score of 90.82%.
In both the datasets used, SVMs performed quite well for a
Traditional Model, but in the end it was observed that in gen-
eral Memory based techniques and Ensemble models had a
more balanced and effective performance. The balance be-
tween the parameters for BERT and DistilBERT suggests
that both models have relatively strong performance in terms
of accuracy, precision, recall, and F1-score. This indicates
that the models are able to correctly classify a high num-
ber of true positive cases, while also having a low number of
false positive cases. This balance in performance implies that
these models have a good ability to detect fake news while
avoiding false positive classifications. The results, overall,
indicate that BERT and DistilBERT performed better in com-
parison to the ensemble models and also the existing tradi-
tional models in terms of all the parameters.
As seen in the work of Aphiwongsophon et al. (2018), who
used SVM and Neural Network algorithms and achieved a
99.90% accuracy rate in detecting fake news on Twitter data.
Choudhary M et al. (2021) found a similar trend in their
research where SVMs and Naive Bayes were identified as
the top performers among the reviewed papers, producing
the highest outcomes.
Ahmad et al. (2020) and Vijayaraghavan et al. (2020), found
that models using other forms of learning methods, such as
LSTMs, Bi-LSTMs, and Ensemble Learning Methods, often
outperformed traditional models.
In another study by Sastrawan et al. (2021), the effectiveness
of combining Bidirectional LSTMs with pre-trained word
embedding was tested and observed to be significantly more
effective than unidirectional models, achieving better results
on multiple datasets. This is further supported by the results
of the study by Bahad et al. (2019), which found that the Bi-
LSTM model outperformed the unidirectional LSTM model
in terms of accuracy and reduced loss.
The study by Ahmad et al. (2020) proposed the use of En-
semble learning methods for identifying patterns in text that
differentiate fake news from true news. The dataset used was
obtained from the World Wide Web and contained news arti-
cles from various domains, not just politics. The textual fea-
tures were extracted from the articles and used to train mod-
els, which resulted in Ensemble learners consistently outper-
forming individual learners in terms of accuracy in multiple
datasets analyzed. This is further supported by the results of
the study by Patil, Dharmaraj (2022), which found that En-
semble Models performed much better than traditional mod-
els.
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In the study carried out by Rai et al. (2022), it was observed
that BERT based models outperformed other traditional
models used, in mostly all the metrics considered. Kaliyar
R. K. et al.(2021) used FakeBERT, combining single-layer
deep CNN blocks with BERT and saw a similiar trends as
it outperformed existing models with an accuracy of 98.90%
in classification. All these observations support the results of
our study, which in turn, are in support of our Alternate Hy-
pothesis showing that Deep learning algorithms and Ensem-
ble models performed significantly better, and in our case,
Deep learning algorithms were seen to provide the best per-
formance.
Thus, although it was seen that SVMs performed quite well,
the observations show that the more intensive we get into
Neural Networks and introduce more aspects like memory,
the more accurate the models and their results become.

B. Current Methods

The current methods can be broadly classified into - 1. NLP-
based approach: Uses Natural Language Processing (NLP)
techniques to analyze the text content of news articles and
detect patterns that may indicate fake news. 2. Stylometry-
based approach: This approach uses computational methods
to analyze the writing style of authors and detect inconsis-
tencies or anomalies that may indicate fake news. 3. Graph-
based approach: This approach uses graph theory and net-
work analysis to analyze the spread and sources of news, and
detect fake news by tracking its flow through social media
networks. 4. Deep learning-based approach: This approach
uses deep neural networks to learn the features and patterns
of fake news and classify news articles as fake or real. 5. Hy-
brid approach: This approach combines multiple AI methods
and uses ensemble learning to achieve better accuracy in de-
tecting fake news. This can also involve combining features
together. Seddari et al. (2022) showed a hybrid approach
which employs a combination of linguistic and knowledge
based features on social media news, which gives improved
results over using the features independently.
Facebook is a hub for the production and dissemination of
fake news and misinformation (Allcott et al, 2019). De-
spite implementing various AI methods, including policies
and products, the spread of fake news remains a significant
technical challenge, particularly regarding image manipula-
tion, such as Deepfakes. To address this issue, Facebook
has developed SimSearchNet++, an advanced image match-
ing model that uses unsupervised learning to track picture
changes with high precision and recall. Additionally, to de-
tect misinformation, Facebook is implementing AI systems
that automatically detect new variants of discredited content
and forward them to its fact-checking partners for review,
thus limiting the spread of misinformation to an extent (Face-
book AI, 2021).
Apart from these methods, social media companies have
adopted two primary strategies to combat misinformation.
The first approach is to outright block such content, as seen
with Pinterest’s ban on anti-vaccination content and Face-
book’s ban on white supremacist content. The second ap-
proach, implemented by YouTube, involves providing alter-
native and accurate information alongside misleading con-
tent. This strategy aims to expose users to correct infor-
mation, which can help to counteract false claims. For

instance, when searching for ”Vaccines cause autism” on
YouTube, users are presented with a link to the MMR vac-
cine Wikipedia page that debunks such beliefs, in addition to
videos posted by anti-vaxxers. This approach seeks to fight
misinformation by providing information, rather than solely
blocking it.(Yaraghi, 2022)
It is important to note that AI is still not a foolproof solution
for fake news detection, and there is a need for continuous
improvement and refinement of these methods.

C. Future Directions of Study

The limitations of our study center around the utilization
of Supervised Learning algorithms for fake news detection,
which necessitates large datasets from trustworthy sources
for both model training and testing. This requirement is of-
ten challenging to meet, as such datasets are not readily avail-
able online and often require significant effort to compile and
verify. Therefore, it is recommended to consider adopting an
Unsupervised or Semi-supervised learning approach to miti-
gate this challenge.
It is important to note that relying solely on the outcome of
a crowdsourced poll to make decisions regarding the authen-
ticity of news may not always be the optimal approach, as
public opinion can be influenced by misinformation and of-
ten contributes to the spread of fake news. To address this
issue, various metrics such as the presence of a verified ac-
count, history of suspensions or bans, frequency of posting,
engagement with content, comments, and length of time ac-
tive on a platform can be utilized to validate credibility.
The detection of fake news has primarily relied on the exam-
ination of text content and semantic information. However,
incorporating contextual information, such as the source,
date, and geographical location, can increase the accuracy
of detection. A cross-platform detection system is neces-
sary given the prevalence of fake news on various platforms
such as social media, news websites, and messaging apps.
The integration of multimedia information, including im-
ages, videos, and audio, can also lead to a more robust fake
news detection system. Future studies should also exam-
ine the psychological factors that contribute to the spread of
fake news and develop methods to counteract them. User-
centered approaches that consider user behavior and feed-
back can result in more accurate and personalized fake news
detection. The combination of multiple detection methods,
rather than relying solely on machine learning or rule-based
systems, has the potential to improve the overall performance
of fake news detection systems. It is also crucial to develop
systems that are robust against adversarial attacks as fake
news detection becomes more sophisticated.

V. Conclusion

The rapid spread of fake news and misinformation on so-
cial media platforms has necessitated the implementation of
effective solutions to tackle this issue. The use of flagging
systems has proven to be successful in controlling the spread
of false information, however, with the scale of the problem,
the use of automated AI-based classification methods has be-
come increasingly necessary.
From the results obtained, we observed that the Naive Bayes
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model performed the worst and SVMs performed the best
among traditional methods. Memory-based models (BERT
and DistilBERT) performed the best overall and showed
a significant improvement in performance over traditional
models. Ensemble Models had a better and more balanced
performance as compared to traditional models, but still were
observed to come up short against the Memory-based models
in general. The study overall supports our Alternate Hypoth-
esis that “Deep learning algorithms and Ensemble models
have a significantly better performance for fake news detec-
tion compared to traditional machine learning algorithms.”
As for further directions of study, the detection and preven-
tion of fake news is a pressing issue that requires innova-
tive solutions to curb its spread on social media. To address
this, researchers are exploring new avenues to refine exist-
ing methods and discover more efficient techniques. One
of these is the implementation of Unsupervised Learning,
which has the potential to reduce the dependence on labeled
datasets and allow the models to adapt more swiftly to di-
verse news articles. Furthermore, advancements can be made
by incorporating Multi-Modal approaches into the analysis,
incorporating visual and textual elements of the news arti-
cles, instead of solely relying on the text. This would provide
a more comprehensive understanding of the information be-
ing presented, thereby leading to improved accuracy in de-
tecting fake news.
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