Bio-Inspired Metaheuristic Methods for Fitting Points in CAGD
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Abstract- This paper deals with a classical optimization problem, fitting 3D data points by means of curve and surface models used in Computer-Aided Geometric Design (CAGD). Our approach is based on the idea of combining traditional techniques, namely best approximation by least-squares, with Genetic Algorithms (GA) and Particle Swarm Optimization (PSO), both based on bio-inspired procedures emerging from the artificial intelligence world. In this work, we focus on fitting points through free-form parametric curves and surfaces. This issue plays an important role in real problems such as construction of car bodies, ship hulls, airplane fuselage, and other free-form objects. A typical example comes from reverse engineering where free-form curves and surfaces are extracted from clouds of data points. The performance of the proposed methods is analyzed by using some examples of Bézier curves and surfaces.

1 Introduction

Fitting points is a relevant problem in several areas; it is a major issue in regression analysis in Statistics [6], usually fitting an explicit polynomial function in one or several variables, plus a random noise term. Best approximation of points or functions is one of the main topics of Numerical Analysis, and is the source of most of the methods for performing practical fitting processes by computer [4, 5]. Most of the common models in Computer-Aided Geometric Design (CAGD) make use of polynomials [15]. In CAGD, data usually come from real measurements of an existing geometric entity. For instance, a typical geometric problem in Reverse Engineering is the process of converting dense clouds of data points captured from the surface of an object into a boundary representation CAGD model [9, 16, 17, 21, 23]. Models are often parametric representations of curves and surfaces, and best approximation methods make commonly use of least-squares techniques.

Genetic algorithms are increasingly used for geometric problems involving optimization processes with a great number of unknown variables [20]. The CAD (Computer-Aided Design) journal devoted a special issue in 2003 to genetic algorithms [22] and included one paper addressing data fitting with spline polynomials in explicit form [26]. A detailed description on genetic algorithms will be given in Section 3 while Sections 4 to 6 describe its application to data fitting.

Particle Swarm Optimization (PSO), another popular metaheuristic technique with biological inspiration, is also used in CAM (Computer-Aided Manufacturing) for dealing with optimization of milling processes [10]. The original PSO algorithm was first reported in 1995 by James Kennedy and Russell C. Eberhart in [18]. In [8] some developments are presented. These authors integrate their contributions in [19]. In general, the PSO techniques have evolved greatly, from the more intuitive initial idea to more formal convergence analysis within more general optimization frameworks [24]. In this paper, PSO is described in Section 7 while some examples for Bézier curves and surfaces are discussed in Section 8.

In this work we address the problem of fitting data points through parametric models, which are more relevant in CAGD than the explicit ones. In this case, an additional and important problem is to obtain a suitable parameterization of the data points. As remarked in [1, 2] the selection of an appropriate parameterization is essential for topology reconstruction and surface fitness. These parameter values are also unknown which introduce nonlinearity in the fitting problem [25]. In this paper, we focus on fitting points with Bézier curves and surfaces, combining the search of parameter values by using GA or PSO techniques, with the least-squares minimization of quadratic errors. Some simple yet illustrative examples to show the good performance of the proposed methods are also briefly described.

2 The problem

As a simple explanatory example in simple linear regression, the process of fitting a set of given data points \( \{(x_i, y_i)\}_{i=1,...,n_p} \) to a straight line, \( y = a + bx \), by applying the least-squares technique can readily be done: the coefficients \( a \) and \( b \) are the solutions of the linear system obtained by minimizing the error function, represented by the sum of squared error distances in the y-direction.

Let us suppose that we are dealing with a 3D parametric curve \( C(t) = \sum_{j=1}^{n_t} P_j B_j(t) \), where \( P_j \) are vector coefficients, \( B_j(t) \) are the basis functions (or blending functions) of the parametric curve \( C(t) \) and \( t \) is the parameter, usually
defined on a finite interval \([\alpha, \beta]\). Note that in this paper vectors are denoted in bold. Now we can compute, for each of the cartesian components \((x, y, z)\), the minimization of the sum of squared errors referred to the data points, given by:

\[
E_{\gamma} = \sum_{i=1}^{n_p} \left( \gamma_i - \sum_{j=0}^{n_b} c_{\gamma,j} B_j(t_i) \right)^2 ; \ \gamma = x, y, z
\]  

(1)

but we need a parameter value \(t_i\) to be associated with each data point \((x_i, y_i, z_i)\), \(i = 1, \ldots, n_p\). Coefficients \(c_{\gamma,j}\), \(j = 0, \ldots, n_b\), have to be determined from the information given by the data points \((x_i, y_i, z_i)\), \(i = 1, \ldots, n_p\). We can see that performing the component-wise minimization of these errors is equivalent to minimizing the sum, over the set of data, of the Euclidean distances between data points and corresponding points given by the model in 3D space. Note that in addition to the coefficients of the basis functions, \(c_{\gamma,j}\), parameter values \(t_i\) corresponding to the data points also appear as unknowns in (1). Due to the fact that the blending functions \(B_j(t)\) are usually nonlinear in \(t\), the least-squares minimization of the errors is a strongly nonlinear problem, with a high number of unknowns for large sets of data points, a case that happens very often in practice. On the other hand, if values are assigned to the \(t_i\), the problem becomes a classical linear least-squares minimization for each component, with the coefficients \(c_{\gamma,j}\) as unknowns.

Our strategy for solving the problem in the general case is a mixed one, combining genetic algorithms (GA) in one case, or particle swarm optimization (PSO) in the other, to determine suitable parameter values \(t_i\) for the data points, and calculating the best least-squares fitting coefficients \(c_{\gamma,j}\) and the corresponding error for the set of parameter values provided by the GA/PSO method. The process is performed iteratively while the evolution of the parameters does not stabilize the minimization of the error, using GA or PSO techniques. As basis functions, we use polynomials \(B_j(t)\) of low degree in order to prevent possible numerical instabilities and over-fitting of the data.

3 Genetic Algorithms

Genetic Algorithms (GA) [13] are search procedures based on principles of evolution and natural selection. They can be used in optimization problems where the search of optimal solutions is carried out in a space of coded solutions as finite-length strings. They were developed by John Holland at the University of Michigan [14] and are considered as a particular type of metaheuristic, a group of techniques that, according to the classification followed in [3], encompasses trajectory methods such as Tabu Search, Simulated Annealing or Iterated Local Search, and population-based methods such as Genetic Algorithms, Particle Swarm Optimization and Ant Colonies.

Genetic Algorithms handle populations consisting of a set of potential solutions, i.e. the algorithm maintains a population of \(n\) individuals \(\text{Pop}(k) = \{x_1(k), \ldots, x_n(k)\}\) for each iteration \(k\), where each individual represents a potential solution of the problem. Normally the initial population is randomly selected, but some knowledge about the specific problem can be used to include in the initial population special potential solutions in order to improve the convergence speed. The size of this initial population is one of the most important aspects to be considered and may be critical in many applications. If the size is too small, the algorithm may converge too quickly, and if it is too large the algorithm may waste computational resources. The population size is usually chosen to be constant although GA with varying population size are also possible. A study about the optimal population size can be found in [12]. Each individual in the population, i.e. potential solution, must be represented using a genetic representation. Commonly, a binary representation is used, however other approaches are possible. Each one of the potential solutions must be evaluated by means of a fitness function; the result of this evaluation is a measure of individual adaptation.

The algorithm is an iterative process in which new populations are obtained using a selection process (reproduction) based on individual adaptation and some “genetic” operators (crossover and mutation). The individuals with the best adaptation measure have more chance of reproducing and generating new individuals by crossing and mutating. The reproduction operator can be implemented as a biased roulette wheel with slots weighted in proportion to individual adaptation values. The selection process is repeated \(m\) times and the selected individuals form a tentative new population for further genetic operator actions.

After reproduction some of the members of the new tentative population undergo transformations. A crossover operator creates two new individuals (offsprings) by combining parts from two randomly selected individuals of the population. In a GA the crossover operator is randomly applied with a specific probability, \(p_c\). A good GA performance requires the choice of a high crossover probability. Mutation is a unitary transformation which creates, with certain probability, \(p_m\), a new individual by a small change in a single individual. In this case, a good algorithm performance requires the choice of a low mutation probability (inversely proportional to the population size). The mutation operator guarantees that all the search space has a nonzero probability of being explored.

In spite of their surprising simplicity, GA have been recognized as a powerful tool to solve optimization problems in various fields of applications; examples of such problems can be found in a great variety of domains such as transportation problems, wire routing, travelling salesman problem [11, 13, 22].
**4 Using Genetic Algorithms for Data Fitting**

In order to use GA for fitting curves/surfaces to data points, several aspects must be previously considered. Firstly, a typical GA requires two elements to be defined prior to its use: the genetic representation of each potential solution of the problem and a measure of the quality of the solution (usually referred to as the fitness function). In our problem, we are interested on the assignment process of parameter values to data points, so we propose the use of a real-coded genetic algorithm in which the genetic representation of an individual will be a real \( n_p \)-dimensional vector, where each coordinate represents the parameter value assigned to a data point. The fitness function that allows measuring the quality of an assignment will be based on the error function of the problem and a measure of the quality of the solution.

As initial population we will consider a randomly generated set of parameter vectors (individuals). To widen the search area of the algorithm it is desirable that the population size be large; however the computation time increases as this parameter rises, so a trade-off between both considerations is actually required.

The algorithm uses three genetic operators to obtain new populations of individuals: selection, crossover and mutation. In our case, the selection operator is implemented as the classical biased roulette wheel with slots weighted in proportion to individual fitness values. We use an one-point crossover operator that randomly selects a crossover point within an individual, then swaps the two parent chromosomes to the left and to the right from this point and eventually sorts the obtained vectors to produce two new offsprings. This process is illustrated in Table 1.

As mutation method we propose to select the position \( s \) with worst fit error in the vector parameter of the solution and change the value of the selected parameter by the arithmetic mean of the previous and next parameters in the vector, that is, \( t_s = \frac{t_{s-1} + t_{s+1}}{2} \). Using these genetic operators, the general structure of the algorithm is described in Table 2.

The termination condition consists of establishing a threshold limit for the number of consecutive iterations without improving the fitting error in the set of geometric data points.

**5 Best Least-Squares Approximation**

Let us consider a set of 3D data points \( D_i = (x_i, y_i, z_i) \), \( i = 1, \ldots, n_p \). We describe the procedure in more detail for the \( x \)'s coordinates (the extension to \( y \)’s and \( z \)’s is immediate). The goal is to calculate the coefficients \( c_j^x \) (\( j = 0, \ldots, n_b \)) of (1) which give the best fit in the discrete least-squares sense to the column vector \( X = (x_1, \ldots, x_{n_p})^T \) where \((·)^T\) means transposition, by using the model

\[
x(t) = \sum_{j=0}^{n_b} c_j^x B_j(t),
\]

supposing that \( t_i (i = 1, \ldots, n_p) \) are parameter values assigned to the data points and the \( B_j(t) \) are the known blending functions of the model. Considering the column vectors \( \mathbf{B}_j = (B_j(t_1), \ldots, B_j(t_{n_p}))^T, j = 0, \ldots, n_b \) and solving the following system gives the coefficients \( c_j^x \):

\[
\begin{bmatrix}
\mathbf{B}_{0}^T & \mathbf{B}_{0} & \ldots & \mathbf{B}_{n_b}^T \mathbf{B}_{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{B}_{0}^T & \mathbf{B}_{n_b} & \ldots & \mathbf{B}_{n_b}^T \mathbf{B}_{n_b}
\end{bmatrix}
\begin{bmatrix}
\mathbf{c}_0^x \\
\vdots \\
\mathbf{c}_{n_b}^x
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{X}^T \mathbf{B}_0 \\
\vdots \\
\mathbf{X}^T \mathbf{B}_{n_b}
\end{bmatrix}
\]

The elements of the coefficient matrix and the independent terms are calculated by performing a standard Euclidean scalar product between finite-dimensional vectors. This system (3) results from minimizing the sum of squared
errors referred to the $x_i$ coordinates of the data points, as indicated in Section 2. Considering all the $x_i, y_i, z_i$ coordinates, the solution of the three linear systems with the same coefficient matrix provides the best least-squares approximation for the curve $C(t) = \sum_{j=0}^{n_k} P_j B_j(t)$, where the coefficients $P_j = (c_j^x, c_j^y, c_j^z)$ represent 3D vectors.

For surfaces in parametric form, one uses the structure $S(u, v) = \sum_{i=0}^{n_u} \sum_{j=0}^{n_v} P_{i,j} B_i(u) B_j(v)$, which is a tensor-product surface, a very common model in CAGD. The coefficients $P_{i,j}$ are the control points in 3D, arranged in a quadrilateral topology, and functions $B_i(u)$ and $B_j(v)$ are the same basis functions used for representing curves, for example Bernstein polynomials in this paper. The parameters $u$ and $v$ are valued on a rectangular domain $[u_m, u_M] \times [v_m, v_M]$, a Cartesian product of the respective domains for $u$ and $v$. If $B_i(u)$ and $B_j(v)$ are Bézier basis functions, the $(n_u+1)(n_v+1)$ bivariate polynomials $B_{i,j}(u,v) = B_i(u)B_j(v)$, $i = 0, \ldots, n_u$, $j = 0, \ldots, n_v$, constitute a vector basis for a linear vector space of polynomials in $u$ and $v$ on the square domain $[0,1] \times [0,1]$. Given a cloud of points $(x_{l,k}, y_{l,k}, z_{l,k})$, in 3D, with a quadrilateral structure, $l = 1, \ldots, n_{p_u}$, $k = 1, \ldots, n_{p_v}$, and a set of parameter values $(u_l, v_k)$ associated one-to-one with the data points in the cloud such that these points form a cartesian set in the parameter domain, a discrete formulation similar to that for fitting points to a curve can be made. The best least-squares tensor-product surface fitting the points can be obtained using the system (3), in which the role of the $B'o's$ is now assumed by the bivariate basis functions $B_{i,j}(u,v)$ described earlier.

6 Genetic Algorithm Examples

In this section two examples (a Bézier curve and a Bézier surface) aimed at showing the performance of the GA method are discussed.

6.1 Fitting a Bézier curve

As a first example we consider a Bézier curve of degree $d$ whose parametric representation is given by Eq. (2) where the basis functions of degree $d$ are defined as:

$$B_i^d(t) = \binom{d}{i} t^i (1-t)^{d-i}, \quad i = 0, \ldots, d \quad \text{and} \quad t \in [0,1].$$

In this example, we have chosen a set of eighth 3D points to be fitted to a Bézier curve of degree $d = 4$. The unknowns are 23 scalar values: a vector of 8 parameter values associated with the 8 data points, plus 15 coefficients (3 for the coordinates of each of the 5 control points of the curve of degree 4). The data for the genetic algorithm are set as follows: we select an initial population of 100 parameter vectors, each having 8 elements generated randomly from a Uniform[0,1] distribution and sorted in increasing order. Then, we apply the procedure shown in Table 2 to produce successive generations. In this example, the crossover and mutation operators are applied with probabilities $p_c = 0.80$ and $p_m = 0.20$, respectively. A typical output for a couple of parent chromosomes is shown in Table 1, yielding two new offsprings in the next generation.

Regarding our termination condition, these steps are repeated until the results no longer change for 20 successive iterations. In this example, the optimal fit is attained at the 76th generation with the following results: the error in the population (the maximum point error in the best fitted parameter vector) is 1.8774, while the mean error in the population is 2.0875. The number of crossovers
and mutations for the last generation are 46 and 24, respectively. The optimum parameter vector obtained is \([0, 0.0131, 0.0583, 0.3556, 0.5384, 0.7138, 0.7899, 1]\). The computation time for this example (in Matlab version 7.0, running on a Pentium IV, 3 GHz and with 1GB RAM) has been 1.22 seconds.

Fig 1(left) shows the data points (represented as spheres), the fourth-degree 3D Bézier fitting curve and its control points (represented as stars). Fig 1(right) shows the evolution of the mean (solid line) and the best (dotted line) Euclidean errors of the parameter vectors for each generation along the successive generations. Note that the best error becomes small very quickly at the beginning, the reduction rate getting slower for later generations.

To check how the randomness inherent in GA affects the results, we performed 20 executions on the previous example for a population size of 100 candidate solutions (generated as vectors of Uniform (0,1) random numbers sorted in increasing order) and probability values of 0.80 for the crossover and 0.20 for the mutation. The termination criteria is that of not improving solution after 20 consecutive iterations.

The obtained results are reported in Table 3. Columns of this table show the example number, number of iterations, the best and mean errors and the computation time (in seconds), respectively. For the sake of clarity, the execution with the best result has been boldfaced. Note that the best and mean errors take relatively close (although slightly different) values. Note also that the number of iterations of these examples for our choice of parameters ranges from 37 to 73 leading to computation times of about 0.7 ~ 1.2 seconds for the configuration described above.

### 6.2 Fitting a Bézier surface

We consider now a parametric Bézier surface of degree \(n_u\) in \(u\) and \(n_v\) in \(v\) whose representation is given by:

\[
S(u, v) = \sum_{i=0}^{n_u} \sum_{j=0}^{n_v} P_{i,j} B_{i}^{n_u}(u) B_{j}^{n_v}(v)
\]

where the basis functions (the Bernstein polynomials) are defined as above and the coefficients \(P_{i,j}\) are the surface control points. For this example we consider an input of 256 data points generated from a Bézier surface as follows: for the \(u\)'s and \(v\)'s of data points, we choose two groups of 8 equidistant parameter values in the intervals \([0, 0.2]\) and \([0.8, 1]\). Our goal is to reconstruct the surface which the given points come from. To this purpose, we consider a bicubic Bézier surface, so the unknowns are \(3 \times 16 = 48\) scalar coefficients (3 coordinates for each of 16 control points) and two parameter vectors for \(u\) and \(v\) (each of size 16) associated with the 256 data points. That makes a total of 80 scalar unknowns.

The input parameters for the procedure are as follows: population size: 200; \(p_c = 0.95\); \(p_m = 0.20\); termination criteria = no improvement after 20 consecutive generations. Initially, we have a population of 200 \(\mathcal{U}\)-vectors and 200 \(\mathcal{V}\)-vectors, each one constructed by assigning random parame-

<table>
<thead>
<tr>
<th>#</th>
<th># iter.</th>
<th>Best error</th>
<th>Mean error</th>
<th>CPU time (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>73</td>
<td>1.832</td>
<td>2.104</td>
<td>1.1718</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
<td>1.858</td>
<td>1.891</td>
<td>0.8281</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>1.904</td>
<td>2.116</td>
<td>0.6562</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>1.858</td>
<td>2.092</td>
<td>0.8281</td>
</tr>
<tr>
<td>5</td>
<td>33</td>
<td>1.870</td>
<td>2.242</td>
<td>0.5625</td>
</tr>
<tr>
<td>6</td>
<td>45</td>
<td>1.898</td>
<td>2.086</td>
<td>0.7656</td>
</tr>
<tr>
<td>7</td>
<td>64</td>
<td>1.874</td>
<td>2.041</td>
<td>1.0625</td>
</tr>
<tr>
<td>8</td>
<td>58</td>
<td>1.844</td>
<td>2.055</td>
<td>0.9531</td>
</tr>
<tr>
<td>9</td>
<td>37</td>
<td>1.842</td>
<td>2.017</td>
<td>0.6250</td>
</tr>
<tr>
<td>10</td>
<td>59</td>
<td>1.877</td>
<td>2.118</td>
<td>0.9531</td>
</tr>
<tr>
<td>11</td>
<td>59</td>
<td>1.986</td>
<td>2.150</td>
<td>0.9531</td>
</tr>
<tr>
<td>12</td>
<td>44</td>
<td>1.835</td>
<td>2.064</td>
<td>0.7500</td>
</tr>
<tr>
<td>13</td>
<td>56</td>
<td>1.837</td>
<td>2.017</td>
<td>0.9218</td>
</tr>
<tr>
<td>14</td>
<td>59</td>
<td>1.850</td>
<td>2.297</td>
<td>0.9531</td>
</tr>
<tr>
<td>15</td>
<td>61</td>
<td>1.897</td>
<td>2.085</td>
<td>1.0156</td>
</tr>
<tr>
<td>16</td>
<td>42</td>
<td>1.861</td>
<td>2.148</td>
<td>0.7031</td>
</tr>
<tr>
<td>17</td>
<td>37</td>
<td>1.968</td>
<td>2.166</td>
<td>0.6093</td>
</tr>
<tr>
<td>18</td>
<td>41</td>
<td>1.960</td>
<td>2.071</td>
<td>0.6875</td>
</tr>
<tr>
<td>19</td>
<td>56</td>
<td>1.880</td>
<td>2.045</td>
<td>0.9218</td>
</tr>
<tr>
<td>20</td>
<td>49</td>
<td>1.882</td>
<td>2.161</td>
<td>0.8281</td>
</tr>
</tbody>
</table>

Table 3: 20 executions of a Bézier curve fitting through genetic algorithms

<table>
<thead>
<tr>
<th>#</th>
<th># iter.</th>
<th>Best error</th>
<th>Mean error</th>
<th>CPU time (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>127</td>
<td>1.271</td>
<td>2.287</td>
<td>17.5156</td>
</tr>
<tr>
<td>2</td>
<td>104</td>
<td>2.087</td>
<td>3.055</td>
<td>16.4687</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>1.259</td>
<td>2.080</td>
<td>12.9687</td>
</tr>
<tr>
<td>4</td>
<td>53</td>
<td>2.282</td>
<td>3.628</td>
<td>8.3750</td>
</tr>
<tr>
<td>5</td>
<td>86</td>
<td>1.524</td>
<td>2.337</td>
<td>12.9687</td>
</tr>
<tr>
<td>6</td>
<td>58</td>
<td>2.062</td>
<td>2.895</td>
<td>8.8125</td>
</tr>
<tr>
<td>7</td>
<td>188</td>
<td>1.623</td>
<td>2.180</td>
<td>27.8593</td>
</tr>
<tr>
<td>8</td>
<td>157</td>
<td>1.027</td>
<td>1.723</td>
<td>24.4375</td>
</tr>
<tr>
<td>9</td>
<td>160</td>
<td>1.409</td>
<td>1.913</td>
<td>26.0937</td>
</tr>
<tr>
<td>10</td>
<td>109</td>
<td>1.190</td>
<td>2.018</td>
<td>17.2656</td>
</tr>
<tr>
<td>11</td>
<td>101</td>
<td>1.083</td>
<td>2.028</td>
<td>14.9218</td>
</tr>
<tr>
<td>12</td>
<td>108</td>
<td>1.630</td>
<td>2.694</td>
<td>16.1718</td>
</tr>
<tr>
<td>13</td>
<td>100</td>
<td>1.238</td>
<td>2.068</td>
<td>14.4687</td>
</tr>
<tr>
<td>14</td>
<td>109</td>
<td>1.963</td>
<td>2.984</td>
<td>16.4687</td>
</tr>
<tr>
<td>15</td>
<td>150</td>
<td>1.123</td>
<td>1.775</td>
<td>22.3281</td>
</tr>
<tr>
<td>16</td>
<td>83</td>
<td>1.214</td>
<td>1.861</td>
<td>12.4843</td>
</tr>
<tr>
<td>17</td>
<td>38</td>
<td>1.245</td>
<td>2.763</td>
<td>5.7656</td>
</tr>
<tr>
<td>18</td>
<td>78</td>
<td>1.714</td>
<td>2.297</td>
<td>11.9218</td>
</tr>
<tr>
<td>19</td>
<td>149</td>
<td>1.457</td>
<td>1.863</td>
<td>21.3750</td>
</tr>
<tr>
<td>20</td>
<td>82</td>
<td>1.403</td>
<td>2.457</td>
<td>12.1562</td>
</tr>
</tbody>
</table>

Table 4: 20 executions of a Bézier surface fitting through genetic algorithms
Figure 2: Bézier surface fitting through genetic algorithms: (left) bicubic Bézier surface and data points; (right-top): evolution of the mean (solid line) and the best (dotted line) Euclidean errors along the generations; (right-bottom): optimum parameter values for $u$ and $v$ on the parametric domain.

...parameter values with Uniform[0, 1] distribution, and sorting them within each vector. The best solution is attained at generation 108 with the following results: best error in the fit: 1.1922; mean error: 1.9831; number of crossovers (resp. mutations) for the last generation: 56 (resp. 31); computation time (Pentium IV, 3 GHz, 1GB RAM and running Matlab v7.0): 16.28 seconds.

Fig. 2(left) shows the data points and the bicubic Bézier fitting surface. In Fig. 2(right-top) we display the evolution of mean error (solid line) and best (dotted line) distance error for each generation along the iterations. The optimum parameter values for $u$ and $v$ are depicted in Fig. 2(right-bottom) where one can see how the fitting process grasps the distribution of parameter values assigned to the data points. It is worthwhile to mention the tendency of the obtained parameter values, initially uniformly distributed on the unit square, to concentrate at the corners of such unit square parameter domain, thus adjusting well the input information.

Similarly to the case of curves, we carried out 20 executions on the surface example for a population size of 200 candidate solutions, crossover probability $p_c = 0.95$, mutation probability $p_m = 0.20$ and a limit termination criteria of 20 consecutive iterations with no change. The corresponding results are listed in Table 4 with the same meaning for the columns as in Table 3.

### 7 Particle Swarm Optimization

Particle Swarm Optimization (PSO) techniques come from a model to imitate the behaviour of a flock of birds, for instance, when moving all together following a common tendency in their displacements. They incorporate both a global tendency for the movement of the set of individuals and local influences from neighbors [7, 18]. Similarly to Genetic Algorithms, PSO procedures start by choosing a population (swarm) of random candidate solutions, called particles. But they are displaced throughout their domain looking for an optimum taking into account global and local influences, the latest coming form the neighborhood of each particle.
The dynamics of the particle swarm is considered along successive iterations, like time instances. Each particle modifies its position $P_i$ along the iterations, keeping track of its best position in the variables domain implied in the problem. This is made by storing for each particle the coordinates $P_i^b$, associated with the best solution (fitness) it has achieved so far along with the corresponding fitness value, $f_i$. These values account for the memory of the best particle position. In addition, members of a swarm can communicate good positions to each other, so they can adjust their own position and velocity according to this information. To this purpose, we also collect the best fitness value among all the particles in the population, $f_{g}^b$, and its position $P_{g}^b$ from the initial iteration. This is a global information for modifying the position of each particle.

Alternatively, an additional information can be used, consisting of the best fitness value, $f_i^b$, and position, $P_i^b$, attained within a local group of neighbors of particle $i$, being the number of neighbors a control parameter for the process. This alternative allows parallel exploration of the search space while reducing the probability of the PSO to fall into local minima, at the price of slow convergence speed. In general, smaller neighborhoods lead to slower convergence while larger neighborhoods yield faster convergence. Because of this reason, most PSO methods consider the global approach (i.e. the entire swarm) instead of a local approach (the neighborhood of each particle). In such a case, the evolution for each particle $i$ is given by:

$$
\begin{align*}
V_i(k+1) &= w V_i(k) + C_1 R_1 (P_i^b(k) - P_i(k)) + C_2 R_2 (P_{g}^b(k) - P_i(k)) \\
P_i(k+1) &= P_i(k) + V_i(k)
\end{align*}
$$

(5)

where $P_i(k)$ and $V_i(k)$ are the position and the velocity of particle $i$ at time $k$, $w$ is called inertia weight and decide how much the old velocity will affect the new one and coefficients $C_1$ and $C_2$ are constant values called learning factors, which decide the degree of affection of $P_i^b$ and $P_{g}^b$. In particular, $C_1$ is a weight that accounts for the “social” component, while $C_2$ represents the “cognitive” component, accounting for the memory of an individual particle along the time. Two random numbers, $R_1$ and $R_2$, with uniform distribution on $[0,1]$ are included to enrich the searching space. Finally, a fitness function (similar to that for genetic algorithms) must be given to evaluate the quality of a position. The termination condition is also the same used for the genetic algorithm. This final PSO procedure is briefly sketched in Table 5.

### 8 Particle Swarm Optimization Examples

In this section the two previous examples of Section 6 are analyzed from the new perspective of Particle Swarm Optimization.

<table>
<thead>
<tr>
<th>begin</th>
<th>(k=0)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>random initialization of individual positions (P_i) and velocities (V_i) in (\text{Pop}(k))</td>
</tr>
<tr>
<td>fitness evaluation of (\text{Pop}(k))</td>
<td></td>
</tr>
<tr>
<td>while (not termination condition) do</td>
<td></td>
</tr>
<tr>
<td>for each particle (i) in (\text{Pop}(k)) do</td>
<td></td>
</tr>
<tr>
<td>Calculate best fitness particle (P_i^b)</td>
<td></td>
</tr>
<tr>
<td>Calculate particle position (P_i) with best fitness in the neighborhood of particle (i)</td>
<td></td>
</tr>
<tr>
<td>Calculate velocity (V_i) for particle (i) according to first equation of (5)</td>
<td></td>
</tr>
<tr>
<td>while not feasible (P_i + V_i) do</td>
<td></td>
</tr>
<tr>
<td>Apply scale factor to (V_i)</td>
<td></td>
</tr>
<tr>
<td>Update position (P_i) according to second equation of (5)</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
<tr>
<td>(k = k + 1)</td>
<td></td>
</tr>
</tbody>
</table>

| Table 5: General structure of the particle swarm optimization algorithm |

#### 8.1 Fitting a Bézier curve

We consider the same set of 8 data points used in Section 6.1 and a fourth-degree Bézier fitting curve. The parameter values for the PSO algorithm are: population size: 100 individuals or particles, where each one is a vector with 8 components initially taken as an increasing sequence of random uniform numbers on \([0,1]\); inertia coefficient \(w = 1\); coefficient for the global influence \(C_1 = 0.2\); coefficient for the neighbors local influence \(C_2 = 0.8\); number of neighbors locally influencing each particle: 5; and limit for not improving error iterations: 10. With these parameters, we obtain a curve with: best fitting error: 1.8104; mean error: 1.8106; number of iterations: 192; computation time (Pentium IV, 3 GHz, 1 GB RAM, running Matlab v7.0): 2.6562 seconds. For these values, the optimum parameter vector is: \([0.0028,0.0420, 0.0841, 0.2756, 0.4866, 0.7155, 0.8056, 0.9978]\). The resulting curve is very similar to that in Fig. 1 and hence it is not displayed here.

Figure 3 shows the evolution of the mean and best Euclidean errors along the successive iterations. In comparison with the results for GA reported in Section 6.1, we can see that best and mean error are closer each other for PSO than for GA. This is because the particles or individuals in PSO tend to move all together to a closer position where the optimum is attained, while in GA the population individuals maintain a greater dispersion in their spatial distribution.

Table 6 shows 20 executions of the PSO algorithm for this example and the same parameters used in the previous paragraphs. Comparing it with Table 3 we can notice that
PSO improves a little bit GA. Although in both cases the errors are large, they are smaller for PSO. Furthermore, from Table 6 we can see that there are many examples reaching the same best value, meaning that the obtained result is likely quite close to the real one. This implies that PSO is able to yield a very good approximation of the optimal solution. Such good results are obtained for a larger number of iterations in the PSO executions thus leading to larger computation times as well. One observation is that PSO introduces more variation in the values of the variables, and that increases the time required for the stabilization of the fitting error value.

8.2 Fitting a Bézier surface

For comparative purposes, we consider the same set of 256 point data used in Section 6.2, and try to fit a bicubic Bézier surface. The input parameter values for the PSO algorithm are: population size: 200 individuals or particles, where each particle is represented by two vectors, \( U \) and \( V \), each with 16 components initialized with random uniform values on \([0, 1]\) sorted in increasing order; inertia coefficient \( w = 1 \); coefficient for the global influence: \( C_1 = 0.2 \); coefficient for the neighbors local influence \( C_2 = 0.8 \); number of neighbours influencing locally to each particle: 20 and threshold limit for not improving iterations: 10.

Figure 4(left) shows the obtained surface and the data points. In Fig. 4(right-top) we display the evolution of mean error (solid line) and best (dotted line) distance error for each generation along the iterations, while the optimum parameter values for \( u \) and \( v \) are shown in Fig. 4(right-bottom). The convergence in this example is attained at iteration 473 at which the best and mean errors are 0.287 and 0.289 respectively. The computation time for this example is 48.7 seconds.

Visual comparison of Figures 2 and 4 shows that the PSO algorithm outperforms substantially GA for the given example. Points at the corners (that sometimes fall outside the surface with GA) are now very well fitted and the surface is much closer to the cloud of points as evidenced by the smaller error in comparison with GA. Further, the surface obtained with GA exhibit a more intricate structure at the boundaries (occasionally leading to self-intersections at the corners for some executions). By contrast, the surfaces obtained with PSO do reflect much better the real geometry of the data while preserving better the smoothness at the boundaries. Another remarkable issue concerns the distance between the best and the mean error for each iteration. In our PSO example, they converge to roughly the same value, as opposed to the GA example (see Figs. 2-4(right-top) for comparison). Finally, the distribution of points, (Figs. 2-4(right-bottom)) is more uniform for the PSO example and fits better into the intervals \([0, 0.2]\) and \([0.8, 1]\) for both \( u \) and \( v \) (although the obtained intervals are still slightly larger). One reason to explain this is that the number of iterations until reaching the prescribed convergence is larger for PSO. In short, better quality is achieved at the price of larger computation times.

Table 7 reports the results of 20 executions on the surface example for a population size of 200 candidate solutions, inertia coefficient \( w = 1 \); coefficient for the global influence: \( C_1 = 0.2 \); coefficient for the neighbors local influence \( C_2 = 0.8 \); number of neighbours influencing locally to each particle: 20 and threshold limit for not improving iterations: 10.
fluence $C_2 = 0.8$; number of neighbours influencing locally to each particle: 10 and threshold limit for not improving iterations: 10. In general, these results are in good agreement with our previous assertions.

9 Conclusions and Future Work

In this paper we address the problem of fitting 3D data points by means of Bézier curves and surfaces by following a novel approach. Basically, it combines the error minimization by least-squares with artificial intelligence methods of biological inspiration: Genetic Algorithms (GA) and Particle Swarm Optimization (PSO). In our opinion, both methods can readily be implemented and provide the user with good quality solutions at reasonable execution times. In our trials, PSO generally outperforms GA. We speculate that the dual weighted contribution to the evolution of every particle given, on one hand, by the distance from such a particle to the global best of the population (or alternative, its neighborhood) and, on the other hand, by the local influence of its best over the time, seems to lead the swarm of particles towards the optimum in a very natural way. However, further research is still needed in order to elucidate the rationale of this behavior at full extent.

It is worthwhile to mention that in our experiments neighborhood is based on index proximity of particles. In sorted points along a curve this strategy reveals to be adequate. For surfaces whose points are arranged in a quadrilateral topology this approach could also be suitable, since the proximity of indices would imply Euclidean distance proximity between particles in the domain space of the problem. If the cloud of points to be fitted by a surface has not a quadrilateral structure, one feasible alternative is to obtain a quadrilateral data mesh from the given data, by applying some criteria like point proximity, for example. If no quadrilateral structure can eventually be adapted, the process described above could also be applied, but problems might appear with the condition of the resulting system of
Table 7: 20 executions of a Bézier surface fitting through particle swarm optimization equations.

Of course, other families of piecewise polynomial models such as B-spline or NURBS can be used to fit the data, with some changes in the computational process to handle the knot vectors, which are additional parameters in these models. In this case, the distance error function for fitting data to the different models could exhibit multiple relative minima. This makes more difficult attaining a global optimum. Some ideas on how to improve globally the search process are desirable.

Obviously, all results reported in this paper are affected by a certain level of randomness according to the probabilistic and random factors inherent to GA and PSO schemes. This means that our results should be regarded as an average behavior, rather than as deterministic rules. From this point of view, an additional issue is to determine the optimal values for the parameters of the GA/PSO models in order to achieve the best performance. Although we have already done some preliminary experiments, further research is still needed. We are currently working on these issues. Our ongoing results will be published elsewhere.
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