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Abstract: Data security and privacy have become the biggest 

problem in cloud computing and could be solved by adopting 

data partitioning in the multi cloud environment. Nevertheless, 

pure data partitioning faces security problems caused by cloud’s 

storage blockage or service outage. Therefore, many researchers 

have moved and conducted their research on secured data 

partitioning. However, a little attention is given towards 

unification of data partitioning process with the security aspect. 

Most of the researches are more focused on one aspect and have 

neglected the other one. This leads to insufficient efficiency on 

data partitioning performance and the security being proposed. 

Thus, this paper intends to propose efficient and secured data 

partitioning of multi cloud environment. To achieve this 

objective, this paper has presented an extensive discussion 

related to the concept of data partitioning and related works on 

efficient and secured data partitioning of multi cloud. Lastly, we  

have proposed an enhanced technique for efficient and secured 

data partitioning of multi cloud environment.  

 
Keywords: cloud computing, multi cloud, data security, data 

privacy, data partitioning, efficient.  

 

I. Introduction 

Cloud computing is defined as a model for enabling ubiquitous, 

convenient, on-demand network access to a shared pool of 

configurable computing resources (e.g., networks, servers, 

storage, applications and services) that can be rapidly 

provisioned and released with minimal management effort or 

service provider interaction [1]. It becomes prevalent in the 

current age as it possesses unique characteristics such as 

on-demand self-service, broad network access, resource 

pooling, rapid elasticity and measured service [1].  In cloud 

computing there are four models that can be deployed which 

are private cloud, public cloud, community cloud and hybrid 

cloud [2, 3]. It also comes in 3 different delivery models which 

are Software as a Service (SaaS), Platform as a Service (PaaS) 

and Infrastructure as a Service (IaaS) [4].  

The users are able to choose the model that is suitable and 

convenient with their organization and task. These 

characteristics and models have become a pleasant package to 

the users and service providers. However the users are still 

concerned on the reliability and availability of using a single 

cloud. This concern is due to the fear that a single cloud may 

not fulfill all users’ needs because of its limitation and it might 

fail to provide its services if it is broken down or during a 

service outage. In addition, using a single cloud has also 

exposed to data security and privacy concerns. The concerns 

related to data security and privacy are being discussed in 

section II.  

II. Data security and privacy in cloud 

computing 

Data security and privacy are being constantly debated as the 

biggest concern in cloud computing. The reasons for this 

concern are due to rising of various attacks [5], threats and 

related issues in cloud computing especially in a solo cloud. 

According to Roberts II and Al-Hamdani [6], among the 

potential attacks that can occur or have occurred in cloud 

computing are wrapper attack in XML signature, phishing, 

denial of service attack and reputation file sharing caused by 

multi-tenancy. In addition, Jamsa [7] has discussed a few more 

potential attacks in cloud computing, namely packet sniffing 

attacks, man-in-the-middle attack and hypervisor attack. The 

detail explanation on each attack is mentioned below: 

 XML Signature – This attack can occur when the hacker 

injected illegal code to react as a valid XML signature. The 

illegal code will be used to perform illegal tasks. 

 Browser security – The security of web browser in the 

cloud is vulnerable towards phishing although it is 

occupied with Transport Layer Security (TLS).  Once 

phishing has successfully gained the user’s password, TLS 

will not be able to protect the users anymore. 

 Flooding – This issue is caused by Denial of Service (DOS) 

attacks. This attack happened when an infected computer 

is used to send continues request of service to the servers. 

The servers will become too busy to handle the requests 

and thus the genuine request might be neglected and the 
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server will not perform its task efficiently or stop 

responding after the attack. 

 Reputation Fate Sharing – The use of shared    hardware or 

software to do illegal activities. This can occur if the valid 

user does not apply a security measure, such as logging out 

after using the shared hardware or software. Once the 

hardware or software was suspected to be used for illegal 

activities, all the people used the shared hardware or 

software will be the prime suspect. 

 Packet sniffing attack - The attacker launches line of codes 

to examine the packets that travel in the cloud network. 

The codes known as packet sniffer program will allow the 

attacker to view and sometimes change the contents of the 

packet. A wireless network is vulnerable to this type of 

attack.  

 Man-in-the-middle attack – The attacker places himself 

between the legal user and the cloud system by intercepting 

the valid communication message between them. Once he 

placed himself, he then will be able to send and request 

message and can pretend to be either valid user or the 

cloud system. 

 Hypervisor attack – Through virtualization of cloud server, 

the operating system of the server will be running on top of 

the virtualization software. Therefore, the attacker will 

constantly try to hijack that virtualization software.  

The mentioned attacks are not just perceived but they are 

real. A few cases have been reported by authors such as Kim [8] 

and AlZain et al. [9]. These attacks undoubtedly can cause 

breaches towards data security and privacy.  

In addition, there are threats which give bad influence 

towards data security and privacy in cloud computing. The 

threats are data intrusion [10], malicious insiders [11], [12], 

data loss or leakage and others [12]. For example, the incident 

happened in 2009 with Google Docs [13] has caused 

unauthorized access to confidential data due to a technical 

glitch. Therefore, the above mentioned threats must be taken 

into serious precautions so that it can be prevented from 

happening again. 
Lastly, related issue concerning cloud availability is 

presented by [8], [9], [14]. This issue, which directly concerns 

on the unavailability of resources and services in cloud 

computing could happen due to cloud service provider’s 

breakdown or service outage. It can cause distraction to the 

users’ activities and also can lead to data lost. There are 

incidents happened reported by authors [8], [9] which have 

proved that service failure are not an unusual situation for 

cloud service providers. Table 1 shows the service outage that 

happened to different cloud service providers [15]. 

 

 

 

 

 

 

 

 

 

 

 

Table 1. Service outage occurrences [15]. 

 To address the problems as previously mentioned, 

researchers have proposed the use of virtual private network, 

encryption and multi cloud as the solution. Virtual private 

network are benefits to handle illegal communication 

interception, but it does not work when it involves malicious 

insiders.  

 Applying the encryption method as proposed by [16] [17] is 

useful because data that are compromised cannot be retrieved 

and restored if the person does not have the knowledge of the 

encryption key. However, encryption does not protect the data 

from being deleted and also from malicious insiders. 

Malicious insider is the internal threat which is the most 

dangerous and difficult threat, even though security solution 

such as passwords and encryption are implemented. This is 

because malicious insiders have more opportunity to obtain 

passwords and encrypted key without being noticed.  

 Since virtual private network and encryption method have 

their limitations, this research will later focus on multi cloud  

as one solution towards protecting data security and privacy. 

Extensive discussion on multi cloud will be presented in the 

next section.    

III. Multi cloud environment 

According to Vukolic [18], multi cloud is similar to the terms 

“interclouds” or “cloud-of-clouds”. It is an environment that 

offers several clouds as illustrated in figure 1. Each cloud has 

its own power of computation, storage and framework, and 

performs tasks independently to the other clouds. Multi cloud 

is known to provide the users with benefits such as being able 

to divide and share the data/ information; fast access on the 

infrastructures, applications and services from different cloud 

providers without the need to worry if one fails to provide its 

services.  

 

 

 

 

 

 

 

 

 

Vendor Service and outage Outage 

Duration 

Microsoft Malfunction in Windows Azure 22 hours 

Google  Gmail and Google Apps 

 Google search outage due to 

programming error 

 Gmail site unavailable due to 

outage in contacts system 

 Google App engine partial 

outage 

2.5 hours 

40 mins 

       1.5 

hours 

5 hours 

Amazon  Authentication overload 

 Single bit error leading to 

protocol blowup 

1 hours 

6-8 

hours 

Flexiscale Core network failure 18 hours 
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Figure 1. Example of multi cloud environment 

 The reasons of shifting to multi cloud are various such as 

for resource and service utilization, costs and service’s quality 

and many others as mentioned in [19]. Adopting multi cloud is 

also believed to be useful to protect the user’s data, promote 

the user’s privacy and maximize cloud’s service efficiency 

through data partitioning. Therefore, in the next sections we 

will study and analyze the concept of data partitioning, current 

state of data partitioning in multi cloud and the concepts of 

efficient and secured data partitioning. Our proposed work 

will also be presented in the next section.  

IV. Concept of data partitioning in multi cloud 

A.   Processes in data partitioning 

The following terms are being used in this paper to describe 

the processes related to data partitioning. There are:  

 Data Separation [20] – this is the process of dividing the 

data into two or more chunks. This process happens in the 

user’s local machine. During this process, the criteria such 

as security and size of data are usually being considered. 

Figure 2 shows the process involved. 

 Data Distribution [20] – the process of allocating different 

data chunks into different clouds through a network. In this 

process the key factors, e.g.: cost and cloud’s quality of 

services will determine how data chunks will be allocated. 

Figure 2 shows the process involved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The process of data separation and data distribution 

 

 

 Data updating [21] – The process of updating the data that 

only occur if there are any changes in the data.     

 Data Retrieval [21] – data retrieval is the reverse process 

of data distribution and data separation. It’s also known as 

data reconstruction. During data retrieval, security issue 

regarding cloud’s blockage or outage has become the main 

concern. 

V. Data partitioning in multi cloud 

In this section, the current state of data partitioning in multi 

cloud is being explored. The analysis will be done based on 

researcher’s motivation.  

Researchers adopted the data partition for several reasons. 

For example, research done in [22] that is primarily to 

integrate mobile healthcare with multi cloud’s environment 

has proposed data partitioning in order to increase efficiency 

of data processing and to save energy cost [22], [23]. 

Based on similar motivation, Lee et al. [23] are motivated to 

adopt data partitioning in multi cloud to process big RDF Data. 

They have proposed a partitioning technique called SPA to 

increase the efficiency in partitioning big RDF graph data.  

Research conducted by Zhao and Wang [21] is mainly due to 

the factor of maximizing cloud storage resources. In the 

research, data will be separated into chunks or fragment based 

on the user’s preference. Once the fragments are created, 

metadata information known as fragment table that consist of 

fragment id, cloud id, username, password, partition attribute 

and vector interval are stored in the user’s local computer. 

This table is created purposely to keep track of each fragment 

and its dedicated cloud storage. After that, the fragmented data 

will be allocated into different cloud storage based on the 

query generated. The problem with the query is that, not all 

queries fit with this model and data partitioning might be 

skewed if the improper partitioning vector is used. Lastly, 

during the experimental analysis, the authors have mentioned 

that the increasing number of fragments will reduce the 

performance in terms of the space and time of cloud storage. In 

the paper, the authors have also proposed data replication in 

order to ensure data availability. 

In [24], the authors are focusing on a model to assist 

decision making during data distribution based on user’s 

budget. The prime result of this model is the minimization of 

costs needed to be paid to the clouds’ provider. This however 

has put aside other factors that may be critical and prioritized 

by some users or organization such as performance of service 

providers, the amount of time data will be stored, security 

component provided, the ease of use of cloud services and 

many other user’s requirements.  In this model, the size of data 

to be divided into the clouds is at the user’s discretion. 

Therefore, without a proper method to be used, data division 

will become burdensome for some users. In addition, the 

absence of updating methods in this model has made the model 

to be incomplete for the real environment 

Other researchers such as in [20], [25], [26] have focused on 

security reason for adopting data partitioning. They have 

conducted their research with the aim to ensure data 

confidentiality [20], [25], [26], [28] and data availability 

[25]-[27]. The previously mentioned researches [21], [24] 
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have also integrated security in their proposed works. The 

detail description of these researches will be explored in the 

next section. 

Table 2 shows the summary of data partitioning in multi 

cloud based on the motivations and the processes involved. 

 
Ref Motivation Data partitioning process 

 

 Data 

separation 

Data 

distribution  

Data 

updating  

Data 

retrieval 

 

[20] Data 

confidentiality  

Yes Yes No No 

 

 

[21] Maximize cloud 

storage 

resources and 

data availability 

 

 

Yes 

 

Yes 

 

Yes 

 

Yes 

 

 

 

[22] Increase 

efficiency of 

data processing 

and save energy 

cost 

Yes Yes No No 

 

 

 

 

 

[23] Increase 

efficiency of 

data processing 

and save energy 

cost 

 

Yes 

 

Yes 

 

No 

 

No 

 

 

 

 

[24] Minimize the 

cost  and data 

availability 

 

Yes 

 

Yes 

 

No 

 

Yes 

 

 

[25] Data 

confidentiality 

and data 

availability 

 

Yes 

 

Yes 

 

No 

 

Yes 

 

 

 

[26] Data 

availability 

 

Yes 

 

Yes 

 

No 

 

Yes 

 

 

[27] Data 

availability 

 

No No Yes Yes 

 

[28] Data 

confidentiality 

 

Yes No No No 

Table 2. Summary of data partitioning in multi cloud. 

Table 2 shows the researchers’ motivation in adopting data 

partitioning for the multi cloud environment. Researchers in 

[22] and [23] have conducted their research with the purpose 

of increasing efficiency in data processing and saving the 

energy cost by adopting data partitioning. In their paper, the 

researchers have explained the process of data separation and 

distribution that are being conducted in their research. 

However, researches done in [20], [21], [24], [25]-[27] and 

[28] are focusing to increase data security and privacy through 

the use of data partitioning. The researchers are aimed to 

protect data confidentiality [20], [25], [27], [28] and ensure 

data availability [21], [24], [25]-[27]. To protect data 

confidentiality, researchers in [20] have proposed a new 

technique called picture shredder which combines image 

analysis, data separation and data distribution. The process of 

data updating and data retrieval are not being explored by 

them.  On the other hand, researches conducted in [25] and [26] 

have included all the processes except data updating. In [27] 

the authors have only covered the process of data updating and 

data retrieval. The other processes are not being explored.      

Besides the main motivation to maximize cloud storage 

resources and minimize the cost, the authors in [21] and [24] 

have also aimed to strengthen data security by ensuring data 

availability during data retrieval. The authors have adopted 

security technique in the related process.  

      Based on the listed motivation, the researches which 

applied the techniques to any of the data partitioning process 

and applied security technique to protect data security and 

privacy will be further analyzed. We will explore the concept 

of efficient and secured data partitioning in the next section. 

 

VI. Efficient and secured data partitioning in 

the multi cloud environment 
 

This section will analyze and compare different techniques 

that have been adopted by the researchers to enhance the 

efficiency of the data partitioning process and also the 

techniques adopted for ensuring data security and privacy. 

 

A. Secure Picture Data partitioning 

Research done by Leistikow and Tavangarian [20] have 

explored data partitioning to secure picture sharing in the 

cloud. They proposed secured techniques called picture 

shredder which consist of image analysis, data separation and 

data distribution. The technique used facial recognition and 

stripping algorithm. Firstly, the image that is captured will be 

analyzed and sensitive information were identified. Secondly, 

images will be separated into two separate data (sensitive 

information and non-sensitive information). Finally, sensitive 

information will be distributed to Private Cloud and 

non-sensitive information will be distributed to the Public 

Cloud. Figure 3 shows the process involved [20]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Secure picture data partitioning in multi cloud [20] 
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B. Data replication data re-partition 

Zhao and Wang [21] have implemented the algorithms for all 

data partitioning process and proposed a model that allows 

each data chunk/fragment to be replicated and stored in the 

other cloud storage in order to ensure twenty four hours (24) 

availability of data during the data retrieval process. This 

model was introduced to prevent data cloud’s server blockage 

or server failure.  However, according to Ye et al. [27] data 

replication was a difficult approach, especially when it 

involves data updating. Furthermore, data replication has also 

required more storage space and increase processing time if 

big data involves. The process of data replication is shown in 

figure 4. 
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Figure 4. A chunk of data has multiple copies in different  

cloud 
 

The model has also included data re-partition for data 

updating. Data updating will occur when the size of each 

chunk has grown. Nevertheless, the authors mentioned that 

“re-partition may lead to the division skew, which will lower 

efficiency of traversal query”.  

C. Data Availability by using Shamir’s Secret Sharing 

The research conducted by Singh et al. [24], has implemented 

data separation and data distribution process through 

considering the cost and quality of service offered by each 

cloud service provider.  For data retrieval, they have 

considered the problems of denial of service due to cloud 

service provider failure or security threats. In data partitioning, 

if one or more cloud storage failed to provide its service, the 

stored data cannot be reconstructed. Hence, denial of service 

may occur. Therefore, the authors have adopted a Shamir’s 

secret sharing technique [29] in their model to ensure data 

availability during data retrieval. According to the authors, the 

adoption of the technique has allowed “at least q number of 

cloud service providers out of p number of service providers 

must take part to ensure a successful data retrieval”. Figure 5 

shows the technique that is being used. 
 

 

 

 

 

 

 

 

 

 

Figure 5. Data retrieval using Shamir’s Secret Sharing 

 

     In this paper, the experiment that has been conducted to 

evaluate the technique has shown a successful result. However, 

during the experiment, data storage for service providers that 

have low quality of services have been treated as the failed 

service providers and will not be used during data retrieval. 

Thus, this does not reflect the real situation that might actually 

happen. Denial of service attack might occur in any cloud’s 

storage and thus mapping of quality of services with service 

failure is considered as not accurate.   

D. Data Encoding and Data Availability 

In paper [25], the authors discussed the concept of encoding 

techniques to enhance data security of data before they are 

being distributed over different cloud storage. Firstly, the data 

was divided into small chunks by adopting information 

dispersal algorithm. By using the algorithm, the chunks will 

then be encoded into encoded symbols before they are stored 

in the multiple cloud storage. Once the data have been encoded, 

they will be stored in different clouds. To ensure the secrecy of 

data distribution, the authors have applied erasure coding 

techniques. To reconstruct the data, data that have been stored 

will be retrieved from the clouds. The retrieved data will then 

be decoded to get their original symbol. Lastly, the data will be 

combined to be the original file. This paper is definitely 

focusing on security aspects and none of the evaluation is 

conducted on the data partitioning process performance.       

 In the data retrieval process, the same technique as 

implemented in [24], [29] was being used. The technique is 

prevalent since it does not require data to be retrieved from all 

cloud’s storage, parts of the storage are sufficient to be used to 

reconstruct the data into its original form. However, according 

to Jonathan and Chinya [30] this scheme is not practical for 

real environment unless the users can determine the number of 

servers that can collude. Figure 6 shows the scheme proposed 

by the authors. 
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Figure 6. Data partitioning in the multi cloud with data 

encoding [25] 

E.    Data Replication and parallel queries 

Research in [26] focused on ensuring data availability. This 

research proposed a model that takes advantage of 

partition-based cloud data storage. The researchers have come 

out with queries to communicate with clouds. It contains three 

processes of data partitioning which are data separation, data 

distribution and data retrieval. The data update method has yet 

to be explored further. Security technique solely implemented 

at the data retrieval process which is used to guarantee data 

availability. Data fragment has a master replication and the 

other clouds may store several different replications. This 

technique is the same technique applied in [21]. Thus, the 

same weaknesses as mentioned in [21] do exist in this model.  

F.    Data Updating using lazy updates 

This research [27] has been implemented to address the 

problems of data updating using lazy updates and consistency 

of verification in data partitioning.  First, the storage servers 

were divided into server groups based on their location 

information. Within each group, the authors have applied short 

secret sharing to each data object and distribute the shares to 

servers in the group. Then the data shares are replicated to 

different groups.    

In this approach, lazy update can be applied by updating 

shares only in one group and propagating the updates to other 

groups. Also, the consistent share verification can be 

performed within each group independently. Thus, according 

to the authors “the involved of server-to-server 

communications can be constrained within the group and the 

cost can be significantly reduced”. However, the lazy updates 

technique which used lazy-group replication can perform well 

when it involves few clouds with simple transactions, but may 

become unstable if the system scales up [31]. 

G.   Vertical data partitioning algorithm 

This model [28] has adopted vertical data partitioning 

algorithm to aid the separation process. The vertical              

partitioning algorithm works by dividing the data into different 

fractions by splitting the columns or attributes of the database. 

According to [32], a simple vertical data partitioning 

algorithm is not suitable for sensitive data. Therefore, the 

authors have adopted an encryption technique in their 

proposed model. However, the encryption technique is only 

useful for protecting data confidentiality. Data integrity and 

data availability are not being protected. Table 3 below shows 

the summary of the related works. 

 

 

Related work 

 

 The technique applied to  data partitioning process/increase the 

performance:  

 

 

The security technique adopted to ensure: 

Data 

separation 

Data 

distribution 

Data updating Data retrieval Confidentiality 

/Privacy 

Integrity Availability Authenticity 

[20] Shredding 

algorithm 

Distribute 

between 

public and 

private cloud 

 

× 

 

× 

 

√ 

 

× 

 

× 

 

× 

[21] Horizontal 

algorithm 

(Range 

method)  

Data storing 

algorithm 

Data fragment 

update and 

re-partition 

algorithm 

Data query and 

connection 

algorithm  and data 

replication 

 

× 

 

× 

 

√ 

 

 

 × 

[24]  

Algorithm 

based on 

rules (cost 

and Qos) 

 

Algorithm 

based on rules 

(cost and 

Qos) 

 

× 

 

Shamir Secret 

Sharing 

 

× 

 

× 

 

 √ 

 

 

× 

[25] Information 

Dispersal 

algorithm 

Erasure 

coding 

technique 

× Shamir Secret 

Sharing 
 

√ 

 

× 

 

√ 

 

× 

[26] Horizontal 

algorithm 

(Range 

method) 

Data storing 

algorithm 

× Data query and 

integration 

algorithm and data 

replication 

 

× 

 

× 

 

√ 

 

 

× 

[27] × × Lazy updates Data replication  

√ 

 

× 

 

√ 

 

× 

 [28] Vertical 

algorithm 
× × × √   × × √ 

Proposed 

technique 

Information 

Dispersal 

algorithm 

CEC 

algorithm 

× Proactive secret 

sharing 
√   √   √   √   

Table 3. Summary of related works. 
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Table 3 summarizes the techniques adopted to perform or to 

increase the performance of the data partitioning process and 

the security techniques that are used to ensure data 

confidentiality, integrity or availability.  

From the related works, it is found that  a little attention is 

given to enhance and evaluate data partitioning process 

performance. Therefore,  this leads to insufficient efficiency of 

the data partitioning process.     

Besides that, most of the researchers do not adopt any 

security techniques for data integrity. Without a proper 

verification of data integrity, the integrity of data might not be 

preserved.  

On the other hand, the process of data retrieval for ensuring 

data availability has caught a great attention from the 

researchers. Most of the researchers [21], [24]-[27] have 

explored and proposed security technique for this process. 

This is due to the reason of solving the problem related to 

cloud storage’s blockage and service outage. However, the 

proposed techniques have limitation such as not practical for 

adoption, require big storage size and increase the processing 

time if data is large.    

 

VII. Proposed work 
Figure 6 and figure 7 present the proposed technique of our 

work. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. The proposed technique for data separation and data 

distribution process 

 

 

 

 

 

 

 

 

 

 

Figure 7. The proposed technique for data retrieval process 

In this section, we have proposed an efficient and secured 

data partitioning technique. This technique is being proposed 

to achieve efficiency of the data partitioning process and at the 

same time to protect data security and privacy. Therefore, we 

have proposed a data compression algorithm to compress the 

data to make it smaller for efficiency in terms of data size, 

speed and cost during data distribution. For data separation, 

we have adopted IDA algorithm because this algorithm is 

effective to split the data into smaller sizes. 

In the data retrieval process, proactive secret sharing is 

being used because by using this technique, data can be 

reconstructed without the need to access all cloud storages that 

have stored the data. Only a few parts of the cloud storage that 

stored the data are required to retrieve the data. This technique 

is the extension of Shamir secret sharing techniques and it is 

different in terms of the flexibility to renew the shares that are 

stored in the cloud storage. The renewal process can be done 

weekly, monthly or yearly based on user’s discretion. For the 

security purposes, proactive secret sharing is able to ensure the 

availability of the stored data even though there is a cloud 

storage failure case. Besides that, the combination of IDA 

algorithm and proactive secret sharing are useful to ensure 

data confidentiality.  In addition, the adoption of the MD5 

hash algorithm is beneficial to protect the integrity of data. The 

retrieved data will be verified to check its integrity through the 

verification of the assigned hash value.  

 

VIII. Future work 
Data updating process which is not included in the proposed 

work because of its complexity will be considered for our 

future work. 
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IX. Conclusion 
This paper has shown that data security and privacy are the 

main issues in cloud computing. The use of pure data 

partitioning alone to address the issue is not sufficient for pure 

data partitioning approaches may bring potential performance 

and scalability problems when used in widely distributed 

systems [27] and also still lingering with security issues such 

as cloud’s storage blockage or service outage [13], [24]. And 

the existing secured data partitioning researches have given 

less attention on the unification of data partitioning process 

with the security aspect. Therefore, we presented an extensive 

discussion related to the concept of data partitioning and 

related works on efficient and secured data partitioning of 

multi cloud. Lastly, the enhanced technique on efficient and 

secured data partitioning of multi cloud environment has been 

proposed. 
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