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Abstract:  The continual development of technologies of cre-
ation and diffusion has resulted in an enormous amount of mul-
timedia document. Thus, efficient retrieval and management of
these audiovisual document is needed. Therefore and in order
to operate efficiently, audio and video browsing deploy auto-
matic processes like speech/music detector systems.

In this paper, a new concept for audio characterization based
on speech/music discriminator was presented using a blind au-
dio watermarking scheme. In fact, the class of each audio seg-
ment is embedded by watermarking. Consequently, browsing
or monitoring systems can recognize audio class, i.e. speech or
music, at each moment just by extracting the corresponding wa-
termark.

Keywords: audio analysis, audio watermarking, audio classifica-
tion, speech/music discrimination, multimedia content retrieval

1. Introduction

In the recent years, the increasing availability of multimedia
content was strengthen by the numerous distribution chan-
nels for nonprofit or commercial goals. The resulting data
wealth require powerful analysis system in order to get use-
ful knowledge destined to users or that will be subsequently
utilized by other automatic systems. Like for the other medi-
a, audio analysis has been gaining researchers interest during
the past decade.

And, various audio analysis tasks were proposed namely
speech recognition, speaker identification, sound emotion
recognition and music information retrieval. Numerous ap-
plications can gather more than one task. Speech/music dis-
crimination is one of the commonly used tasks.

In fact, since the sound stream generally carries both speech
and music, many applications like automatic monitoring of
radio content, speaker recognition and video browsing ex-
ploit speech/music discriminator systems to operate efficient-
ly.

The novelty of our work is that it presents a new characteriza-
tion strategy based on speech/music discrimination and per-
formed using a blind watermarking scheme. In fact, audio
signal is divided into fixed-length segments. An analysis s-

trategy is applied in order to classify this segment into music
or speech. The retrieved information on the audio class is
then inserted by watermarking. Therefore, browsing systems
can use the beforehand analyzed content just by extracting
the corresponding watermark.

Digital watermarking was primarily conceived to hide a sig-
nature in a host document for security purposes as copyright
protection. Later, watermarking use was extended to other
applications that will be discussed in the next section.

In our work, with the proposed watermarking scheme target-
ing content characterization, browsing and monitoring sys-
tems will avoid repeating the audio analysis task or the use
of annexe files which hold content description. Thus, using
the hided information, speech tracks can be easily extracted
just by detecting the watermark. Likewise, music excerpts
within the host audio can be quickly located using the water-
mark.

Hence, browsing systems including analysis unit will gain
considerably when using this system on computing and time.
Similarly, monitoring systems can profit from this scheme to
locate speech segment and music one within a very long au-
dio files.

This paper is organized as follows: First, an overview
about recent works in speech/music discrimination domain
and in audio watermarking is given. Then, the proposed
speech/music discrimination-based watermarking scheme is
described in detail. After that, some experimentations are p-
resented. And finally, we finish by a conclusion and some
perspectives.

II. Literature review

In this section, a literature was given in the audio classifi-
cation field and more precisely speech/music discrimination
recent works was presented. Audio watermarking previous
works was also presented in this next subsection.
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A. Recent studies on speech/music discrimination

In recent years, more and more researchers invest in audio
and video analysis and classification since they are highly
demanded in information retrieval. Speech/music discrimi-
nation task is one of the highly relevant processing done on
both speech and music tracks.

For some applications, audio classification and annotation is
the only goal like the case of monitoring radio broadcasts
for content type [1,2]. For other applications, music/speech
discriminator is used as a front-end for a downstream appli-
cation namely music genre classification, automatic speech
recognition, etc. [3]

Speech/music classification task was proposed in many pre-
vious work with various techniques in the last decade. Fea-
ture selection and extraction is the crucial step since perfor-
mance of the resulting system is closely related to discrimi-
nation abilities of the considered features [4].

These features can be classified into two groups: time do-
main and frequency domain feature according to the com-
puting domain of each metric. Zero-crossing rates, ampli-
tudes and pitches are some of popular time domain audio
feature. While, spectrograms, cepstral coefficients and Mel-
frequency cepstral coefficients (MFCC) are some of most
known frequency domain features. [4]

In some applications, spectral descriptors have achieved bet-
ter discrimination performance than temporal ones. Classi-
fication abilities of descriptor can’t be confirmed in absolute
but according to the targeted goal. In recent works, various
features was selected for the speech/music discriminator.

In [4], audio classification was based on MFCC, detla M-
FCC, improvement of MFCC, RASTA-PLP cepstra and 12th
order PLP spectra.

A frame-level narrowband speech/music classification was
proposed in [5] using combination between line spectral fre-
quencies (LSFs) and zero-crossing-based features. The pre-
sented techniques has shown powerful discriminating abili-
ties.

In [6], a low complexity speech/music classification tech-
niques was proposed using only one descriptor only Warped
LPC-based Spectral Centroid (WLPC-SC). Gaussian Mix-
ture Model (GMM) classifier was employed which have
shown higher performance.

Besides the feature set, the choice of the classifier is very
crucial.

In the literature, different supervised classifiers were em-
ployed for speech and music discrimination task such as
Gaussian mixtures models (GMM) [?, 22, 23], k Nearest
Neighbor (kNN) [5], Support Vector Machine (SVM) [2,22],
etc. Thus, in this paper, we propose to use one of the more
powerful classifier which is SVM combined with a set a fea-
tures.

B. Audio watermarking previous works

In the twentieth century, digital watermarking has appear as
a mean to identify musical pieces and to prevent document
piracy. Later many approaches for embedding and detecting
have been presented.

Over the past ten years, digital watermarking has gained
considerable interest, and began to take its place in a some
fields of applications. ~Watermarking is often confused

with two other technical terms which are data hiding and
steganography.

These three terms have a lot of overlap and share many con-
cepts. However, these terms have few points of difference,
both on the design and also on the application constraints.
In fact, Data hiding is a generic term that involves a wide
range of issues beyond information burying in a document.
It can refer either to the imperceptible information like
watermarking or maintain the secrecy of the existence of
information as in steganography.

In the other hand, steganography is the art of hiding the exis-
tence of a message transmitted via a support which can be a
text, an image or an audio stream between a transmitter and
a receiver. It concentrates on the mechanisms for rendering
the presence of the message secret and undetectable.
However, watermarking is a technique to embed a signature
or a mark with special information, generally related to the
carrier signal.

The watermarking can be used in several types of ap-
plications that target two different contexts; the first to
prevent from documents piracy and the second for the data
transmission.

In the security context, watermarking aims to adapt the
inserted mark according to the action on the document
held by the hacker. In this case, integrated information
within the original document must be robust toward different
intentional piracy attacks. Among the security applications,
we find :

- The owner identification : the embedded watermark in
the original document hold information on copyright. The
watermarking had to be very robust and secure, allowing the
owner to justify the presence of this watermark in the case
of property dispute.

- Proof of ownership : it is also possible to use the water-
marking not only to identify the ownership of copyright, but
as a real proof of ownership.

The problem arises when an opponent attempts to replace
the reference to the original copyright by another, and then
claims to own the copyright. In this case, instead of having
direct proof of ownership by inserting, for example, another
signature in the original document, the algorithm will instead
try to prove that the opponent document is derived from that
watermarked.

- Integrity : the signature is embedded in the original
document, and is used more-later to check if the content has
been altered or not. If we take as an example the recording
of the speech, it would be easy to remove part of a recorded
phrase.

This can completely change the understanding of a whole
speech. Thus, to avoid this illegal treatment, inserts a mark
in the document so that if we remove a part of the sentence,
part of the watermark will also be removed and this will
prevent the correct detection. If the mark is not detected, we
can conclude that the document was modified.

- Traceability or transactions tracking: also known as
fingerprint. watermarking is used here to trace the sender of
the multimedia document copy. The idea is to use a specific
mark for each copy. In this case, if there is an illegal copy
in the market, we can easily identify the person who has
distribute this copy. [8]
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In the non security applications, watermarking consists
in transferring additional information in the digital docu-
ment.

Although the robustness against intentional attacks is not
required, a certain amount of robustness against licit distur-
bances as the compression is necessary.

In such applications, the watermark should generally contain
a high capacity informations and must be extracted using a
blind detection algorithm. Among the applications for data
transmission, we find :

- Broadcast control: this application is regarded as a non
security context since the watermark does not serve as proof
of ownership but aim to compile statistics on the use of the
document.

In radio broadcasts, advertisers generally want to ensure
that their announcements and their advertisements were
properly distributed according to the number of times
specified in the contract. Thus, a watermark is inserted in
each advertisement.

The information identified the advertising record when
transferred in a broadcast network (radio, television or
Internet). It Allows, for example, to know in which radio the
audio signal was broad-casted, how often and at what time.

- Separation of musical extracts : a set of information, with
certain characteristics, can be extracted from source signals.
This information are embedded by watermarking inaudibly
in the mixture of source audio signals. After the extraction
of this inserted watermark, the retrieved information allows
us to the separation of original music signals. [24]

- Increase the intelligibility of television programs: it is an
application that works in real time which aims to replace
the teletext display by inserting a cloned into the television
programs.

This will enable deaf and hard hearing people to improve
their understanding thanks to the movement of a face and
hands that reproduce the Cued Speech. [25]

- Sound documents Annotation: This application can be
used to transfer a label to help signals indexing. The hidden
information can involve meta-data describing the signal
content or information concerning a target application. For
example, the hidden message can indicate the name of the
artist, the place of registration or any other data relating to
the signal. [9, 10]

According to the targeted applications, the hided information
varies from one technique to another. In state of the art,
some watermarking schemes consider a bit stream as a
signature.

In fact, these techniques are proposed without focusing on
the applicative goal but presented to solve some weakness of
previous works: the problem of synchronization loss, [27]
low pass, resampling and MP3 attacks [28] and also targeting
higher perceptual quality [26,27].

Others schemes consider textual signature to be hided in the
host signal [11]. These works are generally presented for
ownership proof or identification by embedding the author
name.

Binary image [14] or gray scale images [13] are also used in
some approaches as a watermark. These works hided mostly
the owner logo [13] or gqr-codes [8].
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The novelty of our paper is the watermark type which
contain information about the host audio signal. And more
precisely at each moment the watermark informs about the
nature of the host audio segment, music or speech.

before the embedding stage, most of watermarking tech-
niques propose a watermark preprocessing step generally
used to enhance the robustness and the efficiency of the
proposed scheme. Depending on the targeted application,
the author may suggest one or more operation on this
phase. The most popular preprocessing methods are the use
scrambling algorithms and the error correcting codes.
Scrambling technique are used to blend the original content
and render it meaningless.

It was primarily applied in encryption and digital right
management context. And more precisely, the scrambling
techniques were performed on digital images. After that,
the notion of scrambler device was adopted in digital
communications issues in order to ensure the security of
the transmitted signals. Then, this concept was applied in
watermarking techniques since it affords a good robustness
against various attacks and ensure the security.

In fact, even if a malicious attack contribute to extract the
embedded watermark, by scrambling it becomes incom-
prehensible. The scrambling was carried out by different
methods. The Arnold transform is one of the widely used
techniques in watermarking thanks to its periodicity and its
good decentralization.

However, it was noticed that the inverse transform (anti-
Arnold) is time-consuming operation. [15, 16]

On the other hand, error correcting codes have shown their
efficiency. It was shown that cyclic codes like Hamming
code, BCH and Reed Solomon codes are very powerful in
detecting and correcting erroneous bits frequently occurring
after malicious attacks. [17]

In this paper, error correcting code is applied to the
constructed watermark and more precisely a Hamming
encoder.

III. Music/Speech content-based watermark-
ing

In the next subsection, we will describe in detail our wa-
termarking scheme beginning by the watermark construction
basing on music/speech discriminator system and ending by
the different steps of watermark embedding.

A. Audio feature extraction

Feature extraction is a crucial step in audio analysis. In fact,
the main purpose is to select a set of features and calculate
their values for the training dataset.

The chosen features should be the most informative and hav-
ing high discrimination abilities according to the targeted au-
dio classification task.

Since it’s hard to work directly on the original data, which is
in our case the audio signal, it’s necessary to reduce the data
volume. So, audio features are extracted for the reason that
we need to get more compact data representation using the
properties of the considered audio signal.

As shown in the figure 1 and before features extraction,
the audio signal is divided into non-overlapping short-term



Speech/music discrimination-based audio characterization using blind watermarking scheme 314

frames.

After the blocking step, a Hamming window function is ap-
plied on each frame in order to avoid discontinuities at block
boundaries.

The output signal Y(n) after hamming window is given by
the following equation :

Y(n) = w(n)x(n) (1)

Where x(n) is the original signal and w(n) is the Hamming
window given by the formula :

w(n) = 0.54 — 0.46608(277%)70 <n<N

Where N represents the frame samples number.

After windowing, the selected features will be computed per
frame. Extracted features can be categorized according to the
computation way into time-domain and frequency-domain
features. In the next subsections, we will detail each one
of these features.

1) Time-Domain Audio Features

Time-domain audio features are computed directly from the
audio samples. The most used time-domain features (Short-
term energy, zero crossing rate and energy entropy) will be
defined and described in more detail in the next subsections.
These features will be utilized in the feature extraction stage
of our scheme since they afford a good and simple mean for
audio signals analysis.

III-A.1.a Short Time Energy
The short-term energy is a time domain audio feature which
was calculated according to the following formula:

1 X
_ . 2
STE = 77 n; | (2i(n)) 2, 3)

Where: i is the frame index within the audio signal,W; is the
frame length and x;(n) are the audio samples.

In general, short-term energy present high fluctuation over
speech frames unlike music clips and changes quickly be-
tween high and low energy values since speech signals hold
weak phonemes and short silence periods between spoken
words.

III-A.1.b  Zero-Crossing Rate

The Zero-Crossing Rate (ZCR) compute the rate of samples
sign changes during the frame and is normalized by dividing
it with window length in order to remove the dependency on
the frame length. The ZCR is calculated according to the
formula below :

1 Y
ZOR = gz 32 Gonl )]~ synlosn = D) |, 4

where the sign function, sgn(.), is given by the following e-
quation :

sgnlzi(n)] = { —1 ifx(n) <O.

The ZCR show the level of noisiness of a given signal. In
fact, noisy recorded audio signals correspond to high values
of ZCR.

III-A.1.c Entropy of Energy

In order to calculate the energy entropy, short-term frames
are first divided in K fixed duration sub-frames. After that,
we calculate e;, the probability of each sub-frame, as the
quotient between the sub-frame energy and the total energy
of sub-frames of the considered short-term frame i. Finally,
the energy entropy is given by the equation below :

K
Entropy = — Z e;loga(e;) 5)
j=1
where : g
subframe(j
Z Esubframe(k)
k=1

the energy entropy feature measure sharp changes in the en-
ergy envelop of the corresponding signal.

2) Frequency-Domain Audio Features

In order to ensure accurate audio analysis, it is necessary to
combine time-domain features and frequency-domain one,
called also spectral features.

These metrics are computed using Discrete Fourier Transfor-
m (DFT) coefficients of the considered audio frame.

III-A.2.a Spectral Centroid

The spectral centroid (SC) measures the center of gravity of
the spectrum. The spectral centroid characterize the sound
brightness and is computed as following:

WL
> kXi(k)
i=1

WL

> Xi(k)
k=1

SC = 7)

III-A.2.b Spectral Flux

The spectral flux (SF) defines the spectrum amplitude change
between two successive frames and is computed by the fol-
lowing equation :

WL
SF =Y (ENi(k) = EN;_1(k))” ®)
k=1

where E'N; (k) is the kth DFT coefficient at the current frame
defined as following :

WfL

ENi(k) = Xi(k)/ > Xi(l) )
=1

III-A.2.c Spectral Rolloff

The spectral rolloff determines Cth percentile of the power
spectral distribution. It defines the frequency value below
which the spectrum magnitude distribution is concentrated.
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Figure. 1: Music/Speech discriminator scheme

The C parameter value is generally token around the 90%.
The mth DFT coefficient of the ith frame is the spectral
rolloff which satisfies the following equation:

m WfL

ZXi(k’) =C Z Xi(k)
h=1

k=1

(10)

This feature characterizes the spectral shape. Il was shown
it is highly efficient for discrimination between speech and
other audio classes.

It can be useful for voiced and unvoiced sounds discrimina-
tion and also music genre classification.

III-A.2.d MFCCs

Mel-Frequency Cepstrum Coefficients (MFCCs) is famous
feature used especially in speech processing field and also in
music/speech discrimination.

MFCCs are computed on the cepstral representation of the
signal, where spectral bands are given by the mel-scale.

The relation between Melfrequency and linear frequency is
given by the following formula:

M(f) = 1125log10(1 (11)

f
+ 700)
Where f is the frequency.

B. Audio classification

After audio features extraction step, we move to the classifi-
cation stage which consists in assigning the considered signal
into classes.

We can distinguish between two types of classification algo-
rithms supervised and unsupervised one.

Supervised classification algorithms use labeled training set
in order to learn and establish the decision rule. So, classes
are defined at the beginning. Whereas unsupervised classi-
fication process assign input data into clusters according to
their corresponding characteristics vector without having pri-
or knowledge of the classes number.

Support Vector Machines (SVMs) classifiers have been em-
ployed in numerous machine learning fields and have shown
their efficiency.

In our case, we have two classes which are music and speech.
As illustrated in the figure 1, support vector machine (SVM)
classifier was employed firstly on the training dataset which
was already manually classified.

Support vectors are obtained from SVM machine learning
and will be used for the music/speech discrimination task (2).

C. Watermark embedding process

As already mentioned, our watermarking scheme was pro-
posed to characterize the host audio signal at each moment
and more precisely will inform about the audio class: music
or speech.

Therefore and after detailing the music/speech discriminator
bloc, we move to describe the embedding techniques as il-
lustrated in the figure 2.

The original audio signal is first divided into fixed length seg-
ment. Each segment is analyzed and classified into speech or
music class. Each segment will be then characterized by its
corresponding content based watermark.

Recall that before the embedding, the watermark undergoes
a pre-processing step by dividing it into 8 bits sets and per-
forming a Hamming coding.
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So, after signal segmentation, each segment is itself divided
into 512 samples length blocks. After that, DCT coefficients
are computed for each block.

A stage of training using neural network (NN) is performed.
A set of synaptic weights, which characterize the behavior
of the trained NN, are obtained and will be used in the NN
simulation step.

In order to ensure the transparency of our watermarking
scheme, low frequencies can’t be considered as embedding
region since human auditory system (HAS) is more sensitive
to this band.

High frequencies are also inappropriate to hide our mark s-
ince this band will be considerably altered by compression.
Therefore, middle frequency (MF) band ranging from 4 to 10
kHz seems to be the best embedding region. [12]

Each watermark bit is inserted by altering the frequency sam-
ple of the selected block located in the middle frequency
band.

So, the watermark insertion is performed by comparing the
NN output value (Bs) and the original central sample value
at the calculated position (Is).

Finally, the watermarked segment is obtained by performing
an inverse DCT transform. And the watermarked audio sig-
nal is given by regrouping the totality of the watermarked
segments.

IV. Experimental Results

In this paper, reported Experimentations uses public dataset:
GTZAN for the training and for testing stage, music and
speech corpora downloaded from the net. The training da-
ta consisted of speech and music audio recordings got from
the publicly available GTZAN music/speech dataset.

The GTZAN corpus was collected for music/speech discrim-
ination purposes and consists of 64 speech tracks and 4 mu-
sic excerpts, each 30 seconds long. The tracks are sampled
at 22050Hz and are mono 16-bit audio wav files.

This dataset is diversified and contains different music styles
as well as speech which was recorded in various conditions.
Many previous studies was carried on this corpus [18, 19].
The performance of our classification method was tested on
different dataset. Music dataset downloaded from ! hold-
ing various music genre (rock, pop, jazz, etc). The tracks
are sampled at 44100Hz and converted from MP3-128k com-
pressed files to wav format.

A. Classification evaluation

In order to assess the performance of our music/speech dis-
criminator, recall and precision metrics are used.

The recall Re(i) determines the fraction between data with
true class i by correctly classified to class. It is computed as

following :

) CM(i, i)
> CM(i,m)
m=1
Where CM(i, m) is the number of all samples belonging to
class i.

The precision Pr(i) is proportion of classified data. In other

Thttp://www-ai.cs.uni-dortmund.de/audio.html
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words, it defines the accuracy of classification system by di-
viding correctly assigned samples by total classified ones to
the class i and is computed as :
; CM(i,1)
Pr(i)= ——— (13)
> CM(m,1)

m=1
The table IV-A confirms the efficiency of the proposed clas-
sification scheme by high precision and recall values around
90%.

Table 1: Classification Results

Dataset Recall Precision
(%) (%)
Speech corpus 96.48 93.56
Music corpus 91.36 95.85
Global 93.92 94.70

B. Watermarking evaluation

After exhibiting discriminator system evaluation, we pass to
present some experimental results done a set of the training
dataset GTZAN. Four audio files were selected from each
class. And corresponding results of inaudibility and robust-
ness was given in next subsections.

1) Transparency results

In order to validate the transparency of our watermarking
scheme, we compute the objective metric, Signal to Noise
Ratio (SNR) between the original signal and the water-
marked one.

In fact, the imperceptibility of the watermark can be con-
firmed by high SNR values. The SNR formula is the follow-
ing :

>nco 8(n)?

Yono (5(n) = s(n)?

SNR =10log;( ), (14

Where: s(n) and 5(n) are respectively the original audio sig-
nal and the watermarked one.

According to the recommendation of IFPI (International Fed-
eration of the Phonographic Industry), watermarking scheme
transparency is ensured if SNR values is higher than 20d-
B. [21]

The figure 3 presents transparency results for the considered
audio files, and high SNR values (around 45dB) confirm the
inaudibility of our watermarking scheme.

2) Robustness results

The robustness of our watermarking schemes is validated by
testing the persistence of the watermark after several attacks.
We begin by compression attacks and stirmark audio bench-
mark.

Therefore, we compute the Normalized Correlation (NC) be-
tween the embedded watermark “bin” and the extracted wa-
termark “’bin” to estimate the rate of correctly detected bit.
NC values ranges between 0 and 1. Closer NC value to 1
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Figure. 3: Transparency results

allow to confirm the good detection and so high robustness
against the considered attack.

) .,
Ei’j bing j * bin ;

NC =
\/Ei,j(bmi,j)Q * Zi,j(bin;,j)Q

; (15)

As compression is a very common operation that may be ap-
plied to the watermarked signal. That’s why we should verify
whether the mark can be correctly detected even if the water-
marked signal was compressed.

Thus, robustness against the most popular encoder which is
MP3 was evaluated with the usual bit rate 128k and 96k. NC
values are given in the figure 4 informing about the rate of
correct detected bit. The retrieved values very close to 1,
confirm the performance of our watermarking schemes.
Although our watermarking scheme was proposed for non
security purposes, it’s recommended to validate the robust-
ness against some attacks. We use Stirmark attacks bench-
mark [20].

The figure 5 presents the NC values for each audio signal af-
ter different attacks. Some alteration is remarked after add
noise attack, echo and compressor attacks. But, NC values
still very close to 1.

V. Conclusion

In this paper, a new music/speech discrimination-based char-
acterization using audio watermarking scheme.

The hided watermark encloses music or speech class infor-
mation in time. Audio or video browsing and monitoring
systems can benefit from beforehand analyzed content just
by extracting the mark.

Experimentations have shown good performance of our sys-
tem at the classification level and also at the level of wa-
termarking. Thus, we can confirm that this work offers a
promising foundation for further work. The watermark can
be enriched by embedding more information about the audio
content such as the music genre, the speaker, etc.

This work can be also extended by applying this system to
audio stream of digital video. Moreover, the music/speech
discrimination approach may be enhanced by adding other
audio features.
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