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Abstract: Our main goal in this study was to develop and val-
idate an intelligent system for video event detection based on
spatiotemporel features combining an auto-associative neural
network models for feature reduction. Proposed system aims at
high accuracy of event classification mainly with the use of an
M-SVM model. The core of the system is the auto-associative
neural network models which can reduce the size of feature vec-
tors. The proposed model performance, evaluated an important
data basis including seven events, was compared to other mod-
els found in the literature; it outperforms the other methods in
terms of precision.
Keywords: Event detection, M-SVM, HOG/HOF features, auto-
associative memory,neural network, modeling.

I. Introduction

Event detection applications, characterized by their complex-
ity and unexpected aspect, they require the development of a
number of specic functionality and modular components that
are specialized to solve this particular problem.
The event detection can be used by a video surveillance sys-
tem that allows the movements to be tracked automatically
based on the change between consecutive images of a video
stream and the properties of the object such as: size, position
and speed.
In another hand it is impossible to address the automatic in-
dexing in the same way as the manual one. Indeed the man-
ual indexing is done by a librarian who can determine all the
design elements that determine the purpose and the theme of
a document. A computer, however, can not carry out this con-
ceptual analysis automatically; and even if it tries, it would
not be with the same depth. Automatic indexing is ultimately
based on the signal processing associated with meaningless
digital information. In most of the cases this signal does not
contain any contextual information.
Image and video indexing and retrieval continue to be an ex-
tremely active study area within the broader multimedia re-
search community [17].
The main goal of the current study is the implementation of
a new system for event detection in video based on spatio-
temporal feature such as HOG and HOF descriptors using an
auto-associative memory.
This paper is organized as follow: In section 2, we present

the related works to this field. Section 3 we introduce an
overview of our adopted approach with the detailed used
techniques and modules. In section 4 we evaluate the perfor-
mance of our approach with comparison according to other
existent techniques. Finally, section 5 concludes our pre-
sented work.

II. Related works

The multiplication of the video data available and the
generalization of surveillance cameras and have generated
the need for generics video indexation tools capable of
performing the semi-automatic search events in a video
database. In this context, a first intelligentt approach is to
be extracted from the video data of the attributes spatial and
temporal sufficiently compacts and reliable to effectively
represent the events that happen in the video sequence.
There are many approaches have been proposed in the
literature of which we can cite in particular the spatial
and temporal attributes colorimetric extraction combined
with statistical modeling techniques[8, 4] , such as Hidden
Markov Models (HMM) [3, 10].
The modeling by kernel is used also in [5] to construct a
modeling of objects sought. A system of event detection
for the videos surveillance has been developed [7] in the
context of TRECVID 2009, which can able to detect the
following three events: ElevatorNoEntry, OpposingFlow
and PersonRuns.
Another system of event detection for video surveillance
called “ESUR” [23] is well presented in the literature. The
data of this system comes from five different requiring cam-
eras , for each camera, there is a generation of a reference
model. The human body is integrated for the final detection
results in the step of detecting an object.
Different approaches of presenting the competition
TRECVID 2010, in fact the system proposed in [15]
for event detection consists of three steps . The detection
and tracking points of interest is the first step, the feature
extraction is the second step and the classification based on
SVM is the third step.
A Bayesian network to extract the interesting moments in
the Formula 1 videos was developed by the authors of [12] .
Another system was developed using the Bayesian networks
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for the detection of events in the sports videos [18] . In [2],
the authors presented a new approach for event detection
from video surveillance data based on optical flow histogram
with no prior knowledge of the motion nature.
In [24], the authors presented a new method for event de-
tection using a new approach for event detection from video
surveillance system based on incremental learning.
In[1] the authors used the classic linear SVM classifiers to
classify and identify different events. However, eSur trecvid
2010 used SVM-HMM [21].
In the literature, many event detection systems are based on
classical learning. In this paper we propose new event detec-
tion based on an auto-associative neural network model for
feature reduction phase and Multi-SVM (M-SVM) for clas-
sification phase. Few authors have used the concept of auto-
associative neural network in conjuction of Multi-SVM that
has given more satisfactory results [25]. In fact, in [13] dif-
ferent types of exciting events in a broadcast soccer video is
detected using the M-SVM. In [16, 17] the authors have pro-
posed a multi-SVM incremental learning system based on
Learn++ classifier for the detection of predefined events in
the video.
In [9] the authors have proposed an anomaly-detection ap-
proach applied for video surveillance in crowded scenes.
This approach is an unsupervised statistical learning frame-
work based on analysis of spatio-temporal video-volume
configuration within video cubes.
In 2016 the authors of the paper [26] proposed a reliable vi-
sual analysis technique for fast fire flame detection in surveil-
lance video using logistic regression and temporal smooth-
ing. As the above mentioned challenges are met, and ex-
perience is gained, implementation of validated techniques
in commercial software packages will be useful to attract
the interest of the computer vision community and increase
the popularity of these tools. The application of event de-
tection in video is well established in research environments
and is still limited in computer vision settings to institutions
with extensive computing support. It is expected that with
the availability of computing power in the near future, more
complex and ambitious computer intensive event detection
systems will become feasible.We are going to describe the
algorithms and the techniques retained in our contributions
later.

III. PROPOSED SYSTEM

In many machine learning approaches, the acquisition phase
of a representative set of training data is often long and ex-
pensive. In our context, a new classifier must be created and
the time required to build a representative data set must be
minimized so that it is acceptable from the point of view of
the user. For this, the classifier must be learned quickly with
few examples, and then be incrementally updated by each
new example available. Our system includes four phases,
the video segmentation, the features extraction and reduc-
tion based on auto-associative neural network, learning phase
based on M-SVM for event detection and classification. The
system diagram is illustrated in Figure 1. Each phase will be
described in details.

Figure. 1: Overview of our system

A. Video segmentation phase

Once we get the video to process, we will divide this se-
quence into a hierarchy of plans using an algorithm based
mainly on the changes in movements. For each event, we
manually segmented the input video into positive and neg-
ative sub-sequences. A positive example is like “event of
interest is present one or more times in this video” and a neg-
ative example is like “event of interest is not present in this
video”.

B. Features extraction and reduction phase

Afterwards, we apply the algorithms to generate the feature
vectors for each image and prepare the learning phase. Then
we segment the sub-sequences into image planes which con-
tain a number of frames. In our case and for reasons of nor-
malization, we randomly select 5 frames from each plane.
In Figure 2 we can see the diagram of the segmentation
phase.

Figure. 2: Segmentation phase

• Positive Images: Showing one state in the set of states
constituting the event.

• Negative Image: That contradicts the desired state.
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1) Feature extraction

In our study, the feature vectors that correspond respectively
of HOG (Histogram of Oriented Gradient) feature vector
and HOF (Histogram of Optical Flow) feature vector are
combined in a single vector using a simple concatenation
that serves as input for the auto-associative memories net-
work. The input layer contains (size of HOG vector+size
of HOF vector)*number of selected frame=(72+90)*5 unit
which equals the features vector dimension. Second layer
contains in turn 1620 units, and the compression layer (layer
3) contains 70 units which was set empirically. Then the data
in the layer 3 are used as input of an M-SVM classifier which
provided the classification results.

HOG algorithm Scanning on the input image is based on
detection window (64x128 pixels). The window is divided
into cells (8x8 pixels), for each cell accumulating a histogram
of gradient orientations over the pixels of the cell. For better
invariance to illumination, histogram normalization can be
done by accumulating a measure of the local histogram en-
ergy over blocks and using the results to normalize all cells
in the block. The normalized histograms (HOG features) are
collected over the detection window.

HOF algorithm HOF is built by considering the same
neighborhood of point of interest obtained in the HOG al-
gorithm by performing a histogram on the orientations of the
optical flow extracted from consecutive selected frame. The
histogram is obtained from 5 bins describing the movement
to the right, left, up, down and no movement.

HOG/HOF algorithm The HOG/HOF descriptors were
introduced by Laptev et al. in [19]. To characterize local
motion and appearance, the authors compute histograms of
spatial gradient and optic flow accumulated in space-time
neighborhoods of detected interest points. For the combi-
nation of HOG/HOF descriptors with interest point detec-
tors.Each volume is subdivided into a (nx * ny * nt) grid of
cells; for each cell, 4-bin histograms of gradient orientations
(HOG) and 5-bin histograms of optic flow (HOF) are com-
puted. Normalized histograms are concatenated into HOG,
HOF as well as HOG/HOF descriptor vectors and are similar
in spirit to the well known SIFT descriptor. In our evaluation
we used the grid parameters nx,ny = 3, nt = 2 as suggested
by the authors.

Feature vector reduction In this work we use two parame-
ter spaces (HOG and HOF features) to represent event, which
gives a large feature vector that may affect the classication
phase. To overcome this drawback we use a features reduc-
tion method based on auto-associative memories. It is con-
sidered for some work as a non-linear PCA (principal com-
ponent analysis) [22, 6, 11] because they can retain only non-
linearly correlated primitives. The auto-associative memo-
ries are feedforward neural network used to capture the input
data.
These networks consist of ve layers. The third layer contains
the smaller number of units, it serves as a compression layer.
More explain are given in figure 4.

Auto-associative memories serve to reproduce the input data
(x1,x1,..,xn) in the output layer (x̂1,x̂2,.. x̂n) which is called
identity mapping [20].
In fact, this process has two steps. First input data are re-
duced in the bottleneck layer it is an encoding phase. Second,
data are decompressed from bottleneck layer to the output, it
is a decoding phase. Learning process is stopped when the
output data is closest as possible to the input. Encoding pro-
cess is given by:

vk =

N2∑
j=1

w2jkσ

(
N1∑
i=1

w1ijxi + θi

)
, k = 1, ...,M (1)

Where, N1 is the number of input vectors, N2 is the number
of mapping layers and M is the number of bottleneck layers.
w is the weight value of the network and θi is the threshold
value for the ith node of the mapping layer. σ is the sigmoid
function and given as:

σ(x) =
1

1 + ex
(2)

Decoding process is given by:

x̂k =

N2∑
j=1

w4jkσ

(
N1∑
i=1

w3ijvi + θi

)
, k = 1, ..., N1 (3)

The training process is stopped when the error E is mini-
mized. E is calculated as

E =

N∑
n=1

N1∑
i=1

(xin − x̂in)2 (4)

where, N is the number of the training samples.

C. The learning phase using M-SVM

M-SVM is based on Learn++ algorithm. This latter, gener-
ates a number of weak classifiers from a data set with known
label. Depending on the errors of the classifier generated
low, the algorithm modifies the distribution of elements in
the subset according to strengthen the presence of the most
difficult to classify. This procedure is then repeated with a
different set of data from the same dataset and new classi-
fiers are generated. By combining their outputs according to
the scheme of majority voting Littlestone we obtain the final
classification rule.
The weak classifiers are classifiers that provide a rough esti-
mate - about 50% or more correct classification - a rule of
decision because they must be very quick to generate. A
strong classifier from the majority of his time training to re-
fine his decision criteria. Finding a weak classifier is not a
trivial problem and the complexity of the task increases with
the number of different classes, however, the use of NN al-
gorithms can correctly resolved effectively circumvent the
problem. The error is calculated by the equation:

errort =
∑

i:hi(xi) 6=yi

St (i) [|ht (xi) 6= yi|] (5)
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Figure. 3: Auto-associative Neural Network architecture

with ht : X → Y an hypothesis and where TRt is the subset
of training subset and the TEt is the test subset. The synaptic
coefficients are updated using the following equation:

wt+1 (i) = wt (i) ∗
{
βt if Ht (xi) = yi
1 else

}
(6)

Where t is the iteration number,Bt composite error and stan-
dard composite hypothesis Ht.

Figure. 4: M-SVM classifier

In our approach we replace each weak classifier by SVM.
After Tk classifiers are generated for each Dk, the final en-
semble of SVMs is obtained by the weighted majority of all

composite SVMs:

Hfinal (x) = arg max︸︷︷︸
y∈Y

K∑
k=1

∑
t:ht(x)=y

log
1

βt
(7)

D. Event detection phase

In our approach, an event is defined by a set of states. For
detecting an event, firstly we should detect all states consti-
tuting this event. Our algorithm for detecting a state is de-
scribed as follows: For each test image we will:

• Construct the feature vector of the image depending on
the learning model.

• Verify the class membership of this image from the M-
SVM.

• Decide if it is an image belonging to the set of states
defining the event xi.

The decision for belonging to a class is performed directly by
the decision function of incremental SVM. Once we succeed
in detecting all the possible states belonging to a set consti-
tuting an event, we can, at this moment, detect this event.
Figure 5 illustrates the succession of states detected before
arriving at the final state. The event will be detected if it has
already detected all defined states constituting this event.

E. Event modelisation

We propose a description for each event, a definition of the
starting time, a definition of the end time and modeling by
finite state automaton. For the example of the event people
SplitUp, the description of this event can be like as follows:
Two or more persons, who position themselves, sit, move
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Figure. 5: Event detection phase

together or communicate. One or more persons who separate
and leave the frame. Then the starting time is as follows: The
last time that a group of persons is the closest one to each
other. For the end time, it is the first time at least when a
group member leaves the frame. In Figure 5 the finite state
machine of the event People SplitUp is presented.

1) SVMQL “Surveillance Video Modeling Query Lan-
guage”

In order to offer the user the ability to model his request for
an advanced research, we developed a user interface with
the ability to create a finite-state machine (FSM) made up
of states (RVOs, RVEs or Frames) and transitions (which
can be explicit transitions or events that lead to a stable state).

Figure. 6: Overview of an FSM

The user interface is the facet of an underlying proposed sys-
tem that translates a visual query (FSM) to a language similar
to SQL. This language is called SVMQL (Surveillance Video
Modeling Query Language). Figure 7 and 8 shows two FSMs
that the user want to nd respectively the event of Bag Put and

the event of CellToEar.

Figure. 7: Bag Put FSM

To design the visual query template the user selects the states
and transitions from a list of predefined keywords.
Citing for example:

• person detection,

• group of people detection,

• displacement of a person,

• car detection,

• bag detection,

• open elevator,

• closed elevator,
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Figure. 8: CellToEar FSM

• physical contact,

• no physical contact,

2) Translation of FSM to simple query

For retrieve the surveillance video, we have proposed a sys-
tem to translate a graphic query to query language. The syn-
tax of a query expressed by this query language is the follow-
ing: SELECT <Select item> FROM < Database-name>
WHERE <Conditions>
Where: SELECT, FROM, WHERE are keywords for a query
and they are mandatory :

• “Select item” species the returned results. It may be
either whole Recognized Video Objects (or attributes)
or whole Event (or attributes) or Frames. We have im-
plemented a counter operator COUNT that counts the
number of results returned.

• “Database-name” specifies which parts of the video
database are used to check the <Condition>. It can be
either ∗ for the whole video database or a list of named
sub-parts. This is interesting for the surveillance video
retrieval because the video database can be divided into
several parts according to time or to location. It enables
to accelerate the retrieval phase in the case the users
know which parts of the video database they are inter-
ested in.

• “Conditions” specify the conditions the retrieved results
must satisfy. The users express their requirements by
dening this component.

For example, the “People SplitUp” FSM will be trans-
lated in the following query: SELECT e FROM ∗ WHERE
((e: RVO) AND (e.Name =“Group of Person”)) AND (e
gofrom ”‘Displacement of person”’ to ”‘Disappearance of
Persons”’)
To answer this query, the system must perform the following
steps:

1. At first it searches on full database the sub-sequences
containing the items “group of person”;

2. In the returned results, the system searches the sub-
sequences containing a moving person ie the item “Dis-
placement of Person”;

3. Finally, the system looks, under sub-sequences found
in the previous stage, the event “Disappearance of Per-
sons”.

IV. Experimental Results

Experiments are conducted on many sequences from
TRECVid 2010 database of video surveillance and many
other sequences from road trafic. About 30 hours are used
to train the feature extraction system, that are segmented in
shots. These shots were annotated with items in a list of 7
events. We use about 20 hours for the evaluation purpose. To
evaluate the performance of our system we use, in a first time,
the common measure from the information retrieval commu-
nity : the Average Precision. Figure 10 show the evaluation
of returned shots. The best results are obtained for all events.

Figure. 9: Our M-SVM run score vs Classical SVM System

The dataset consists of surveillance camera which was
acquired at London Gatwick airport; it is provided by TREC
Video Retrieval Evaluation (TRECVid 2010) [14].
We seek to treat 7 events: “ObjectPut”, “ElevatorNoEntry”,
“PeopleSplitUp”, “PeopleMeet”, “CellToEar”, “PersonRun”
and “Embrace” which are grouped into two categories:
individual events and collaborative events.
The experiment is to apply our detection algorithm on a set
of 2621 sub-sequences of the 7 events. The set of descriptors
is used to supply the M-SVM classifier type that generates
a model. For each event we have selected positive and
negative examples to the learning phase.
In Figure 10 we note clearly the difference between the
positive and negative examples in the event of “PersonRun”.

In order to evaluate our event detection system, we have
made a comparison between other systems, where #Ref is
the number of annotated events, #Sys is the number of events



337 Chakroun et al.

Figure. 10: Example of PersonRun event

detected, #Cordet is the number of correct detections, #Fa is
the number of false detections and #Miss is the number of
missed events.
Results in table 1 reveal that we have obtained a good perfor-
mance in events PersonRun, CellToEar, Embrace, Elevator-
NoEntry and PeopleSplitUp. However, the action ObjectPut,
is relatively low.

V. Conclusion

In this paper we have proposed an event detection system in
a video based on Multi-SVM classiers combining an auto-
associative Neural Network Models. In our approach, an
event is modeled by a set of chained statements constituting
a controller, and in each state include a learning model with
both positive and negative classes. The detection of an event
will be ensured after the detection of all the states defining
event. Our system includes four phases, the video segmen-
tation, the features extraction and reduction based on auto-
associative neural network, learning phase based on M-SVM
for event detection and classification. The originality of our
approach is the event detection manner using the minimum of
features due to a reduction provided by the auto-associative
neural network models. In the last part of this paper, we pre-
sented a solution for indexing video sequences by concept
and predened event. In order to allow its use in many differ-
ent contexts, the generic nature of the proposed solution is
noteworthy. Our contribution stems from a set of constraints
to respect and a set of problems to solve. In order to evalu-
ate our approach, we apply it throughout a hundred hours of
video recording in an airport and we have dealt the following
seven events: “Embrace”,“ObjectPut”,“ElevatorNoEntry”,
“PeopleSplitUp”, “PersonRun”, “CellToEar” and “People-
Meet”. Our future work will focus on applying a cloud com-
puting that can be applied in the computer vision eld to make
it useful for the specific communities and may be extend this
idea to android based mobile devices which might enable
users to get more informations results via mobile devices
quickly.
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