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Abstract: The economic perspective on privacy presented in
this paper resorts to an actor-centred approach deploying a
cost-benefit analysis for the data subject and the data controller.
In the course of this analysis a basic decision theoretic model is
presented. Whereas the data subject faces the choice of “disclos-
ing” or “retaining” personal information, the data controller
has to consider the costs and benefits of collecting, aggregat-
ing, storing and processing data as well as of potential privacy
breaches.
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I. Introduction

Privacy advocates mostly confine their analyses of new tech-
nologies to dystopian scenarios in which surveillance soci-
eties threaten individual autonomy. Despite the eligibility
of this perspective, it consistently neglects the fact that a
plethora of different actors in society today actually profits
from these sometimes privacy-infringing technologies in var-
ious ways.
Therefore, this paper not only tries to identify the costs but
also aims to shed light on the benefits of disclosing personal
data. Next to the data subject’s point of view the cost-benefit
analysis comprises the perspective of the data controller. In
the course of this work a basic decision theoretic model for
each one of these actors is developed, which ideally can con-
tribute to a better understanding of the economic calculus of
the individual as well as the private sector behind disclosing
as well as processing personal data.
Although the notion of privacy in the economic discourse
is mainly understood as informational privacy dealing with
data protection issues, this economic approach has tried to
consider additionally the costs and benefits beyond the mere
perfect/imperfect information topos of economic theory.

II. Theoretical background

The background of our analysis is the concept of informa-
tion economics, which is a branch of (neoclassical) microe-
conomic theory that studies how information affects an econ-
omy and economic decisions. In our context information
economics mainly deals with two issues: information asym-
metry and information goods.
Information asymmetries are related to decisions in transac-
tions where one party has more or better information than
the other. This creates a power imbalance in transactions.

For George J. Stigler, one of the key leaders of the Chicago
School of Economics and the intellectual fathers of informa-
tion economics, privacy is one factor that increases informa-
tion asymmetries because one party can retain (personal) in-
formation that might be important for the decision making of
the other party [37, 43]. The existence of such information
asymmetries gives rise to problems such as moral hazard1

and adverse selection.2 For these reasons orthodox neoclas-
sic theory considers the protection of personal data as an un-
desirable market disturbance.
In recent years behavioural economics has extended the
understanding of (economic) decision making of individu-
als and institutions beyond the paradigm of rational choice.
Building on Herbert Simon’s theory of bounded rational-
ity [33], behavioural economics take into account that so-
cial, cognitive and emotional factors are important, espe-
cially when decisions are made under risk and uncertainty.
In this context researchers such as Alessandro Acquisti ex-
plore empirically the preconditions under which individuals
are trading privacy (or rather personal data) for other benefits
[3].
The other important development is that (private) informa-
tion is increasingly becoming a commodity and the basis of
new types of businesses. These include typical information
services ranging from search engines and personalised adver-
tising to sophisticated data mining services [8].
Especially with regard to privacy-enhancing technologies
(PETs) discussions are often focussed to the question of “re-
turn on investment”: What are the quantifiable costs and ben-
efits resulting either from a privacy breach event or from the
deployment of PETs? In many respects the discussion about
the economics of privacy is closely related to the one on the
economics of information security and we have made exten-
sive use of the existing literature on the latter issue. However,
the question of ROI is often hampered by the lack of reliable
data about the real costs of privacy or data security events as
well as the intangible nature of the “costs” (such as loss of
trust) that are hard to quantify. We are trying to summarise
the scattered research that are available [32].

1Moral hazard occurs when a party insulated from risk behaves differ-
ently than it would behave if it were fully exposed to the risk.

2Adverse selection refers to a market process in which "bad" results oc-
cur when buyers and sellers have access to different information and the
"bad" products or customers are more likely to be selected. See for instance
[6].
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Consequently, this paper is taking a closer look at the main
actors protecting and intruding upon privacy, developing a
cost-benefit matrix from these two different perspectives. Al-
though economic aspects of privacy are mostly restricted to
data protection, this paper tries to consider the costs and ben-
efits beyond the mere perfect/imperfect information topos of
economic theory. However, the focus remains on the eco-
nomic value of data protection.
That is why the actor-centred approach embraces on the one
hand the data subject being confronted with the choice of ei-
ther disclosing or retaining personal information accordingly
giving away or protecting privacy, and on the other hand the
data controller, who faces the costs and benefits of collecting,
aggregating, storing and processing personal data as well as
of privacy breaches.
In most cases we also follow the neoclassic assumption that
the data subjects’ as well as the data controllers’ decisions
are based on rationale choice, carefully balancing the costs
and benefits and aiming for the maximum profit.

III. Data subject-centred approaches

The European Data Protection Directive does not directly de-
fine the term data subject. Instead in Art. 2 (a) the Directive
95/46/EC [1] concentrates on personal data which

“mean any information relating to an identified or
identifiable natural person (’data subject’); an iden-
tifiable person is one who can be identified, di-
rectly or indirectly, in particular by reference to
an identification number or to one or more factors
specific to his physical, physiological, mental, eco-
nomic, cultural or social identity.”

Since the Directive refers to the data subject as a natural
person, we also concentrate on data protection and privacy
issues of individuals, leaving aside classical economic con-
cepts which consider sensitive and confidential corporate as
well as governmental data such as trade, industrial or state
secrets as part of the information asymmetry problem.3

By acting in a supposed private or public sphere, individu-
als are constantly disclosing information about themselves.
However, in many instances, they are actually able to choose
between disclosing and retaining personal data.
Nonetheless, individuals tend to decide in favour of short-
term and tangible benefits although being aware that there
is a value to their privacy. The research of Alessandro Ac-
quisti and Sarah Spiekermann, which empirically integrates
a behavioural account of the individual perception of privacy,
deals with exactly this “privacy paradox”, namely the gap be-
tween stated preferences, i.e. the (partial) awareness of con-
sequences (of disclosing personal information), and actual
behaviour [5, 2, 11].4 Additionally, the lack of information

3Already Alan Westin has coined the term organisational privacy in con-
trast to individual privacy. According to Westin [50] privacy is not neces-
sarily a claim of individuals but also of groups or institutions “to determine
for themselves when, how, and to what extent information about them is
communicated to others” . Interestingly, already Westin concentrates in his
theoretical work about privacy on the information topos. Bennett and Raab
[10] also apply the concept of privacy to groups of people or corporations.

4The average willingness-to-accept (a proposal to sell personal data) is
dramatically higher than the average willinness-to-protect (paying for pro-
tection of personal data) [20].

and transparency about the commercial or governmental us-
age of personal data often eases the consumer’s decision to
give up privacy [19].

A. Costs for the data subject

There are apparently two types of costs as there are two types
of benefits resulting from disclosing and retaining personal
data (cf. Figure 1).

1) Costs of disclosing personal data

Costs created by disclosing personal data are scientifically
extremely hard to grasp, because they are at the core of ex-
actly that essence and complex value of privacy, which is a
fundamental part of the essentially contested concept of pri-
vacy itself.
Frequently, individuals value these types of costs differently.
In addition to the immense context-dependency and subjec-
tivity, privacy incidents often do have indirect and long-term
effects on the individual.5 Consequences are therefore hard
to anticipate and it seems that individuals perceive long-term
impacts as an indirect, controllable and less perilous harm
to themselves. That’s why the data subject often underesti-
mates or does not consider the long-term risks in giving away
personal information [5].
However, more and more individuals are confronted with pri-
vacy problems frequently resulting from their lax attitude to-
wards sharing personal data or being forced to disclose pri-
vate information (e.g. in order to benefit from certain online
services). Trying to create a bigger picture of the real person
behind the collected data, data controllers sort the informa-
tion into “baskets” to be able to create groups of persons shar-
ing certain attributes. This sorting process, which is eventu-
ally used to classify the data subjects as accurately as possi-
ble, increases the risk for the individual to become a victim of
social sorting and discrimination practices – especially since
the profiling remains incomplete and error-prone. Deducing
the social status from the zip code of the data subject, for
example, data controllers can privilege high value customers
through more solicitous attention and better offers. Those of
low value would be consequently given fewer options. But
also people of ethnic or religious minorities can become the
target of discriminatory practices if sensitive data about them
is disclosed. This is no new development – merchants have
always made a distinction between good and bad customers
- but the collection of ever more personal data makes this
practice more pervasive and useful for the data processors.
Another consequence of sharing voluntarily or involuntar-
ily personal data such as pictures involves that peers, col-
leagues or prospective employers form an opinion about the
data subject based on a one-time superficial and maybe mis-
leading impression. They might think that the data subject
is stupid, naïve, silly, ridiculous or juvenile. Over time,
people may recognise that their exuberance for sharing per-
sonal information has consequences when, for example, they
go job-hunting and become concerned that prospective em-
ployers might see embarrassing pictures or misleading com-

5The data subject’s perception of these effects heavily depends on the
information he/she receives and on previous experiences with privacy intru-
sions. Laufer and Wolfe [30] for instance deal with the latter aspect, which
they call the “life cycle element”.
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Figure 1: Perspective of the data subject 
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Figure. 1: Perspective of the data subject

ments on the wall of one’s social network profile site. A
survey released in March 2010 by the University of Califor-
nia, Berkeley, found that more than half of the young adults
questioned had become more concerned about privacy than
they were five years ago [25]. However, in a highly contro-
versial project on individual medicine the same university is
offering a genetic test free of charge to each freshmen and
transfer student [27].
Similarly a German study concluded out that only 20 per cent
of teenage users in Internet communities, compared to 50
percent of all members in online communities, provide their
real name as an identity in these communities. This result
suggests a higher degree of teenage sensitivity towards the
need of protecting and managing their identity [13].
Furthermore, the disclosure of personal information leads
to an increasing risk to become the victim of online or of-
fline crime. If the data subject uses for example Foursquare
or Twitter to tell his/her “friends” that he/she is on holi-
days in Greece, it’s possible that burglars may be cruising
Foursquare and Twitter for exactly that kind of information.
A Dutch website has shown how easy it is to compile such
information. PleaseRobMe.com highlights the dangers of
sharing too much information on the Internet about our loca-
tions.6 Another threat lies in identity theft which can be exe-
cuted with even minimal amounts of personal data7, such as

6The site’s developers say they don’t want to encourage criminals, only
to remind people that sharing information on the Internet carries risks [22].
Another newspaper article reports about the police, warning Internet users
to post their whereabouts on websites such as Twitter or Facebook, after two
men were convicted of burgling a house whose owners had publicised the
fact they were away on the Internet. As a reaction insurers are warning their
clients that they would face higher insurance premiums if they are victims of
burglary resulting from the online advertisement about their location [12].

7When two separate pieces of seemingly non-personal data are brought
together in the process of aggregating and processing, they might be suf-
ficient to identify an individual as Latanya Sweeney [44] has shown. In
addition, what is today regarded as non-personal data might give relevant
hints to identify the data subject in the future.

birth dates, national insurance numbers, credit card numbers
or passwords. Identity theft may have a hugely deleterious
effect on their victims, psychologically as well as financially.
Moreover, with easy access to our personal data particularly
Internet users can become victims of cyber-stalking, bully-
ing, character assassination and other forms of harassment.8

A further category of costs as a consequence of disclosing
personal information involves emotional disturbances of the
data subject. Being regularly spammed and exposed to con-
stant exhortations can result in an unpleasant and stressful
feeling of annoyance. Although advocates emphasise the
greater usefulness of personalised advertisement for the in-
dividual, advertisement recipients are mainly, as philosopher
Ira Singer [39] states, reduced to “a bundle of desires”, that
needs to be triggered in order to sell products or services. In a
long-term perspective, particularly personalised and targeted
advertising threatens to manipulate human decision-making
to fit the picture of “being a bundle of desires”, diminishing
people’s capacities of reasoned choice and thoughtful action.
Thus, Singer’s work also links privacy to personal develop-
ment.
Evoked by sharing sensitive information with people or
corporations which were initially considered trustworthy,
discomfort and embarrassment represent another emotional
disturbance. In addition, algorithms and data processing
programs allow data controllers to confront Internet users
with personalised online advertisement such as invitations to
Facebook including pictures of actual off-line friends, which
leave a bitter and sometimes even frightening aftertaste, re-

8Law enforcement officials and safety groups have focused on the In-
ternet as an arena for such types of harassment as false impersonation and
character assassination as more people voluntarily place their private lives on
public display through websites such as Facebook.com and MySpace.com.
But a little-discussed and more threatening phenomenon is also happening
to the unwitting online, i.e. “cyber-stalking and the illegal monitoring of
private information and communication of ex-lovers and spouses as a form
of domestic violence” [29].
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flecting too much knowledge about the advertisement recipi-
ent [47].
Having mentioned all these examples, it is nonetheless eye-
catching that mainstream economic literature does not ex-
plore in-depth the imperative and necessity of privacy, which
is taken for granted (What does the data subject actually lose
in case of giving up privacy?).
This obvious lack of analysis and explanation of the very
essence and value of privacy in economic literature derives
from the fact that economists mainly focus on easily quan-
tifiable factors. Peter Swire [45] states that

“a variable such as the taste for privacy is ‘soft’
in the sense that it is difficult to quantify. In any
quantitative estimates of costs and benefits, the
soft variables can readily be excluded from the
main analysis. Even important variables can thus
be treated as an afterthought when they do not fit
neatly into the analytic structure.”

For this reason economists frequently equate privacy with
data protection in order to evade operationalisation and quan-
tification problems of privacy. From this point of view
data protection can consequently be seen as part of the per-
fect/imperfect information topos of economic theory.
But there is more to privacy and data protection issues. That
is why key questions remain the same: If you give away per-
sonal data, is an unpleasant feeling a cost factor? If yes,
how do you deal with these “soft” variables? How do you
measure and assess the risk of potential long-term effects of
disclosing private information in a social network about, for
example, your lax attitude towards drugs, which could result
in a potential threat to your working career, if your employer
discovers this information?
It is obvious that additionally a rather ethical and social in-
terpretation of privacy is needed to fill these blanks and to
deduce a broad spectrum of “soft” and “hard” cost factors for
the individual arising from intruding upon his/her privacy.

2) Costs of retaining personal data and privacy

Costs of retaining and benefits of disclosing personal data are
two sides of the same coin. Not receiving the benefit when
disclosing personal data can therefore also be seen as a cost
factor when retaining personal data.
Price discrimination or differential pricing, which can have a
positive as well as a negative effect for the consumer, repre-
sents an excellent example of these two sides. If disclosing
personal data is the condition of receiving products for a bet-
ter price, then retaining private data inevitably leads to higher
costs.
Lenard and Rubin [31] speculate that today’s intensive col-
lection in connection with new digital statistical analysis
methods makes categorising and consequently discrimina-
tion of consumers even easier. Nonetheless differential pric-
ing represents an important strategy to establish “niche”
products which would otherwise not survive in a highly com-
petitive market. Particularly informational goods, which
involve high fixed costs (for their development) and low
marginal costs (for their reproduction), depend on and there-
fore often avail themselves of such a strategy.

Since data protection implies to hold back certain informa-
tion, a person who is reluctant to disclose personal data could
furthermore be suspected of being a loner, a freak or weirdo
who has something to hide. In fact, the question why peo-
ple would need privacy if they do not have anything (strange
or illegal) to hide belongs to one of the classical arguments
of data controllers trying to camouflage their gain in power
and profit by collecting information9. Here the classical but
wrong statement “If you have nothing to hide. . . ” becomes
relevant [40].
However, communicating, exchanging or sharing informa-
tion represents an essential part of human behaviour and an
important strategy to succeed in society. If you want to pur-
sue a successful career in any field of work, networking be-
longs to one of the most relevant activities. That is why hold-
ing back information at a certain point of time could be dis-
advantageous. In the online world most of all social networks
try to meet this demand of being easily, all the time and ev-
erywhere connected. Although most of the social interac-
tions still take place in the off-line world, a trend towards
more and more virtual interactions seems to be visible, espe-
cially if looking at the younger generation. Not sharing digi-
tal information could therefore very well lead to an isolation
problem these days and even more probable in the future.

B. Benefits for the data subject

As there are two types of costs resulting from disclosing and
retaining personal data, there are also two types of benefits
(cf. figure 1).

1) Benefits of disclosing data

Convenience aspects are one of the most important drivers
for disclosing personal data [20]. Data controllers offer a
plethora of supposed advantages and seemingly free services
to the data subject in order to get hold of personal data.
Acquisti [5] characterizes the benefits of disclosing personal
data as relatively small and short-term rewards . These in-
clude direct and indirect monetary incentives such as little
gifts or discounts on products in exchange of the customer’s
personal data. All of these price deductions such as student,
senior citizens and even volume discounts are part of a posi-
tive price discrimination strategy.
But there are also immaterial rewards which can involve so-
cial benefits, e.g. when the individual seeks to avoid peer
group pressure (particularly in social networks) by willingly
sharing private information.
Moreover, Lenard and Rubin [31] argue that the very exis-
tence of the Internet as we know it today with a myriad of
seemingly free services such as search engines, e-mail ac-
counts, social networks, news etc. heavily depends on the
willingness to disclose personal information. Taking these

9In an interview on the CNBC documentary “Inside the Mind of Google”
in December 2009 Eric Schmidt, CEO of Google, was asked: "People are
treating Google like their most trusted friend. Should they be?" Hitting the
nail on the head, he responded: "I think judgment matters. If you have some-
thing that you don’t want anyone to know, maybe you shouldn’t be doing it
in the first place, but if you really need that kind of privacy, the reality is that
search engines including Google do retain this information for some time,
and it’s important, for example, that we are all subject in the United States to
the Patriot Act. It is possible that that information could be made available
to the authorities." Cf.: http://www.youtube.com/watch?v=A6e7wfDHzew.
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offers regularly for granted, users underestimate the cost-
benefit rationality that underlies the business models of many
Internet firms.
However, exchanging personal data and services mostly free
of charge, the trade-off between user and provider is based
on an asymmetric allocation of information. Not knowing
that their personal data is collected and processed, users
are often deluded concerning their reasonable expectation.
Since education plays an important role in order to under-
stand these economic mechanisms behind the collection of
personal data, a new form of digital divide, perhaps a “pri-
vacy divide”, threatens to develop and the long-term need of
a Privacy-E-inclusion of citizens could come into existence
[38].
Nevertheless, from an economic point of view the increasing
demand for privacy or data protection fosters the supply and
development of new technologies, laws and entrepreneurial
codes which will offer new strategies to deal with privacy
issues. It must be admitted, however, that – at least in the case
of privacy-enhancing technologies – there is little empirical
evidence for a strong demand response [32].
The journalist Jeff Jarvis [28] goes even further in arguing
that Internet users would create the benefit of transparency
for the whole society if they all gave up their exaggerated
expectation of privacy protection. Emphasising the social
value of reducing privacy standards, Jarvis argues that the
Internet as a public place needs to remain public (vs. pri-
vate), transparent (vs. opaque), open (vs. closed) and free
(vs. controlled). This obviously daring postulate stands in
sharp contrast with the intrinsic and social value of privacy
described by Solove [41] but in line with influential Internet
entrepreneurs such as Eric Schmidt (Google), Mark Zucker-
berg (Facebook) or Scott McNealy (Sun Microsystems).

2) Benefits of retaining personal data and privacy

As already pointed out earlier, the relevant literature does not
specifically identify the economic advantages of maintaining
informational privacy for the individual. From a legal philo-
sophical point of view the concept of privacy mainly consists
of a negative and a positive right. The first serves as a de-
fensive right of the individual against intrusion of the state,
but also of private corporations and other individuals. This
idea comprises the right to be left alone, which leads back to
Samuel Warren and Louis Brandeis’ [49] seminal essay “The
Right to Privacy”.
Whereas the negative right to privacy creates a protective
sphere around the individual, privacy as a positive right is
supposed to enable the individual to exercise power and con-
trol over his/her personal and private information. According
to Alan Westin this form of (informational) privacy has four
functions:

• First of all, there is personal autonomy, providing the
individual with a core sphere where he/she is able to
retreat not being controlled, manipulated or dominated
by others.

• Secondly, privacy serves as a safety valve which enables
the individual to release his/her emotions not having to
fear any embarrassment.

• Thirdly, self-evaluation and reflection can be carried out
undisturbed in the private realm in order to develop
one’s personality and initiate learning processes. Ad-
ditionally, innovative and creative thinking is spawned
so that societies can continue to advance allowing their
citizens to explore beyond the mainstream.

• Finally, limited and protected communication leads to
an unstrained exchange of information supporting the
right to free speech.

Again, it is obvious that these highly immaterial and long-
term benefits are difficult to operationalise and quantify.
However, they represent a crucial element in our analysis of
the costs and benefits of privacy.

IV. Data controller-oriented approaches

Data controllers10 such as governments, other public bodies
as well as private businesses and individuals face a complex
cost-benefit ratio in gathering, storing and exploiting col-
lected data. Although the boundaries are blurred, we should
generally distinguish between sensitive (confidential) data of
the corporation and collected personal information of indi-
viduals. The following sections mainly deal with the latter.

A. Direct and indirect costs for collecting data

Material and personnel costs of aggregating, storing and pro-
cessing data represent first of all the most important direct
expense factors. Although the software and hardware costs
of aggregating, storing and processing data are constantly de-
creasing due to technological progress, the amount of data
that needs to be stored and processed is skyrocketing at the
same time so that data collecting companies face a rapidly
rising demand of investments and also operating costs (e.g.
for electric power supply). For this reason data centres are
even built close to power plants or in cooler climates [21].
The energy issue becomes a more and more relevant topic,
because one can observe a tendency towards retention of
data, i.e., to collect more data than is actually needed; this
increases the risk of overinvestment [26]. The rationale be-
hind this is that “the value [of personal data] is unknown until
well after the time of capture” and that it is “potentially valu-
able later” [14].
Especially when you consider private data as a commodity
that can be exploited by its owner, property rights should be
considered as an indirect cost factor [51, 48]. Confronted,
moreover, with a complex body of rules and regulations con-
cerning the collection, storage and usage of personal data,
data controllers will try to comply (at least to a certain de-
gree) with these rules to avoid lawsuits and payments of com-
pensations. Even though varying from country to country,
these regulations normally group around the basic data pro-
tection principles such as notice, choice, purpose specifica-

10According to article 2(d) of Directive 95/46/EC “[Data] ’controller’
shall mean the natural or legal person, public authority, agency or any other
body which alone or jointly with others determines the purposes and means
of the processing of personal data...” [1]. Even though public data con-
trollers are of the utmost importance representing the largest and most pow-
erful data collectors, they are mainly left out of the analysis of this paper.
The same applies for individuals in this context.

Figure 1: Perspective of the data subject 
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Table 1: Costs and benefits for the data subject
Costs for the data subject Benefits for the data subject

Disclosing Personal
Data
—
Giving away Privacy

• Risk of long-term effects

– Being a victim of social sorting and
discrimination

– Peers, colleagues or prospective
employers may form a negative opinion
about the data subject

• Increasing risk of being the victim of on- and
offline crimes

– Burglary

– Identity theft

– Cyber-stalking, bullying, character
assassination and other forms of
harassment

• Emotional disturbance

– Feeling annoyed by e.g. unsolicited
advertisement

– Discomfort and embarrassment

– Feeling scared when e.g. advertisement
reflects too much knowledge about
yourself (uncanny valley)

• Convenience aspects

– Small, often material rewards

– “Positive“ (price) discrimination

– Avoiding peer group pressure

– Free Internet services

– Fun and entertainment

• Networking which strengthens our personal
relations and increases the probability of
receiving potentially valuable information

Retaining Personal
Data
—
Protecting Privacy

• „Negative“ price discrimination

• Isolation

• (Privacy enhancing technologies)

• Defensive right against intrusion from the
state, private corporations or individuals

• Westin’s four functions of privacy:

– Personal autonomy

– Emotional release

– Self-evaluation

– Limited and protected communication

• Personal development [39]

• Being able to go beyond the main-stream
(support of creativity and innovative thinking)
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tion, use limitation, access and security safeguards.11 Extra
administrative and infrastructural expenses should therefore
be considered. For instance when data controllers want to
use the personal data in another way than originally agreed
on, they are obliged to contact and seek consent with the data
subject again. Furthermore, building up databases with per-
sonal information may involve the notification of data pro-
tection authorities as well as the formulation of a corporate
policy on privacy, which needs to be thoroughly elaborated
and put on the corporate website.
Information security would represent one of these additional
infrastructural cost factors. When storing personal data, most
companies are obliged by law to protect the data through
technical means (e.g. encryption) and access control mea-
sures. Moreover, back-ups and log files which show who
accessed which data serve as another safeguard. Staff at all
levels has to be trained how to use and manage data in a law-
ful way. If a company wishes to transfer data to a country
outside the EU, there are serious regulatory hurdles to cross,
not least of which is ensuring that the data will be adequately
protected and respected to the same extent as in the European
Union.
Besides, a company may need to respond to requests for ac-
cess to their data by customers. Customers may argue that the
data is not correct. The company will need to verify whether
the data is correct or not. And when the data is compromised
in some way, either through data breaches caused by a hacker
attack, or when data is lost, then the data controller faces a
plethora of material and immaterial costs.

B. Costs of privacy breaches

Data and privacy breaches can have devastating conse-
quences for data controllers. Immediate costs would include
first of all the repair or replacement of the broken system
while slowing down or even stopping whole business pro-
cesses [46].
If mandatory, data subjects have to be notified of the data
breach, there is negative publicity, which in a long-term per-
spective can seriously damage the image and reputation of
the data controller. Data protection authorities may require
an inspection or audits, and eventually legal actions such as
fines, compensations, torts or other liabilities could account
for severe financial consequences for the data controller.
Acquisti, Friedman and Telang [4] have shown in a study that
companies which experienced a privacy breach not only have
to fear the loss of existing customers, but also suffer a statisti-
cally significant negative impact on the firm’s stock exchange
value. However, stock prices tend to recover in a rather short
period of time. Ultimately, privacy and data breaches can
result in long-term damages for enterprises such as higher
insurance premiums, severance of contractual relations, and,
most importantly, an eventual harm to trust relationships with
customers and/or suppliers.
Thus, data controllers need to assess their security invest-
ment in relation to the probability of an incident that pro-
duces some of the discussed consequences, multiplied by the
impact the problem will cause [4, 32]. Such a risk assessment

11These principles comprise concepts of the OECD [34] Guidelines on
the Protection of Privacy and Transborder Flows of Personal Data as well as
a report on Privacy online to the FTC [35].

is necessary in order to keep the right balance between an ad-
equate level of data protection and an efficient and effective
processing of the data [42, 7]. When sanctions are unlikely
or the cost of compensations do not surpass the investment
costs, this can also lead to the situation that data controllers
take these incidents into account and prefer to neglect privacy
and data protections measures.

C. Benefits of aggregating, storing and processing data

Trying to exploit personal data commercially, companies aim
to understand the mechanisms behind individual purchase
behaviour in order to increase their profits from better market
opportunities. To sell products and services, supplier need to
comprehend what their customers want or need, to stimulate
the buyer’s interest in their products or services, to be reason-
ably sure what a consumer (or different groups of customers)
is willing to pay for the product or service, and much more.
For this purpose many market players have been aggregating
data, regardless of whether personal or non-personal, for a
long time. Moreover, enterprises have collected even more
data in the field of production and logistics and used it for
making the supply chain more efficient.
This general aim prevails in an age where the collection of
more and more data becomes feasible and affordable due to
the ever-decreasing costs for sensors, storage and comput-
ing power. The data comes from traditional sources such as
loyalty cards and data trails in the Internet [18], but increas-
ingly also from other sources such as RFID-tagged products
or deep-package inspection.12 In order to give an impression
of the monetary value of personal data, the following table
gives an overview of the typical market value of legally and
illegally collected data.

Table 2: (Underground) value of data [16]
Data item Range of prices

Credit card information $0.85 – $30
Bank account credentials $15 – $850
Email accounts $1 – $20
Email addresses $1.70/MB – $15/MB
Shell scripts $2 – $5
Full identities $0.70 – $20
Credit card dumps $4 – $150
Mailers $4 – $10
Cash-out services $0 – $600 plus 50 – 60 per cent
Website administration credentials $2 – $30

In addition, many market players even collect data that they
do not use at the moment because it is evident that collected
data is potentially valuable later, either for optimising the
own processes or as a trade good that can be sold to oth-
ers. This strategy, as already mentioned, carries a high risk
of overinvestment collecting potentially valuable or even use-
less information goods [24]. In selling personal data to third

12Deep packet inspection is a form of inspecting, filtering or examining
computer network packets, the data they carry and/or the header part of a
packet. The packet can be inspected for viruses, spam, tampering, denial-
of-service attacks or other criteria to decide if the packet passes inspection
and can be sent on to its destination or if it needs to be routed to a different
destination. Deep packet inspection can be used in support of different func-
tions or applications including security, data mining, eavesdropping, censor-
ship, anti-piracy – and targeted advertising. A packet can then be redirected,
tagged, blocked or reported to some other agent in the network [9].
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parties, companies run, of course, the risk of losing money
if the added sales revenue is smaller than the benefits of pro-
viding services based on processing the personal data on its
own.
There are numerous companies which found their business
model on the processing of personal data creating consumer
profiles and exploiting the results of their data analyses in
order to make a huge profit [23]. Offering seemingly free
services such as Internet searches, emails, news, games or
social interaction, many Internet enterprises are more or less
part of an already influential but still rapidly growing online
advertising industry [15].
Next to online advertisement particularly insurance compa-
nies aim at a comprehensive collection of information about
their potential customers in order to calculate and minimise
risks of their contract offers.
Furthermore, location based services (LBS) combine geo-
graphic data with information of public institutions or pri-
vate businesses such as shops, restaurants, various services
but also individuals. Spreading rapidly all over the world,
mobile devices enable LBS to localise data subjects more
and more precise. Deploying LBS, users are able to orientate
themselves in a much faster and easier fashion. However, the
private as well as the public sector are extremely interested
in knowing where potential customers or criminals sojourn.
Other application areas of processing personal data are data
mining services for market research (e.g. market basket anal-
ysis). But also quasi-public actors such as political parties
are interested in data mining results which in the case of
psephology helps them to analyse and control their electoral
performances. Besides, law enforcement agencies and pub-
lic administrations apply data mining on a grand scale (as in
the suspended US Total Information Awareness program) in
order to fight organised crime and terrorism. In these cases
national security represents the often named benefit for the
individual and society, justifying the aggregation, storing and
processing of personal data [36].

V. Conclusions

The economic perspective on privacy presented in this paper
resorts to an actor-centred approach distinguishing between
data subject and data controller. In the case of the first a dual
choice model of “disclosing” or “retaining” personal infor-
mation presents the options of action, whereas the latter has
to consider the costs and benefits of collecting, aggregating,
storing and processing data as well as of potential privacy
breaches.
In disclosing personal information, the data subject is often
confronted with costs that are neither easy to identify nor
simple to operationalise and quantify. Nonetheless, more and
more individuals are facing privacy problems resulting from
their lax attitude towards sharing private information or being
forced to disclose personal data. These problems include the
risk of being a subject to social sorting or other discrimina-
tory practices. Giving away personal information increases
the threat for the data subject of becoming a victim of on-
line as well as offline crime. Other cost factors involve em-
barrassment, discomfort, annoyance, etc. But there are also
a variety of benefits for the data subject resulting from the
disclosure of personal data. One of the most important ad-

vantages is an increased level of convenience meaning rela-
tively small rewards such as discounts, free Internet services,
etc. In retaining personal information, the data subject bears,
of course, the costs of not-receiving the benefits for disclos-
ing his/her personal data. Since data protection implies to
hold back certain information, individuals who are reluctant
to disclose personal data could furthermore be suspected of
being loners who want to hide something from the public. In
today’s digital society the refusal of sharing personal infor-
mation could therefore easily lead to an isolation problem.
Nonetheless, there are important benefits of retaining infor-
mational privacy. First of all, privacy serves in general as
a defensive right against intrusions of others creating a pro-
tective sphere around the individual. Privacy as a positive
right enables ideally the data subject to exercise control over
his/her information. Westin’s four functions of privacy in-
clude personal autonomy, emotional release, self-evaluation
and limited as well as protected communication. Though
mostly immaterial, these benefits are much more relevant,
profound and complex than economic theory is being able to
grasp.
The data controller on the other hand faces various material
and personnel expenses of aggregating, storing and process-
ing personal data such as costs for property rights (if con-
sidered), compliance with state regulations and information
security.
But in fact, the lucrative benefits outweigh the costs by far.
The maxim scientia potentia est (“for also knowledge itself is
power”) could not be more appropriate explaining the strat-
egy behind the data controller’s rampant collection behaviour
of personal data. In the information society data itself has
become one of the most valuable commodities. In analysing
data of (potential) customers, companies, for instance, are
far better off calculating and minimising risks. Aiming to
understand the mechanisms behind individual purchase be-
haviour, commercial data controllers are able to reduce trans-
action costs immensely. The rapidly growing online adver-
tising industry is just one example of business that profits in
a remarkable way from collecting digitally consumer infor-
mation.
There is, however, a major downside to collecting personal
data. Privacy and data breaches can have devastating con-
sequences for data controllers such as legal actions, slowing
down or even stopping whole business processes, but also in
a long-term perspective damaging the data controllers’ image
and trust relationships with customers as well as suppliers.
In a nutshell, there seems to be a deep-rooted conflict of inter-
ests when it comes to retaining personal data, not only on the
public and private data controller side, but also concerning
data subjects. This paper has shown that all of these actors
benefit at least to some extent from the disclosure of per-
sonal data. However, there is a striking asymmetry e.g. in
awareness of what data is actually processed, in access op-
portunities of this data and eventually the economic profit re-
sulting from the data collection. Considering the importance
of a sustainable and long-term relationship not only between
consumer and (service) provider but also citizen and state,
based on trust, the authors of this work are of the opinion
that data subjects as well as data controllers have an interest
in reducing that asymmetry.
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Table 3: Costs and benefits for the data controller
Costs for the data controller Benefits for the data controller

Collecting, Aggre-
gating, Storing,
Processing Data

• Material and personnel costs

• Property rights (license and usage fees)

• Costs for compliance with state regulations

• Costs of information security

• Losing customers due to annoyance or intimida-
tion

• Risk of overinvestment

• Effective calculation and minimisation of risks
(greater predictability)

• Better exploitation of market opportunities (more
complete market information), e.g. knowledge of
consumer preferences and ability to offer person-
alised services

• Selling of personal data or associated analysis re-
sults to third parties

Privacy Breaches • Costs for repair or modifying the affected system

• Stopping or slowing down business processes

• Fines, compensations, torts or other liabilities

• Loss of existing customers

• Harm to trust relationships

• Loss of reputation

• NONE
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