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Abstract: The majority of systems today categorize data 
either by misuse detection or anomaly detection: each 
approach has its relative merits and demerits. Perfect 
detection, like perfect security, is simply not an attainable 
goal given the complexity and rapid evolution of modern 
systems. An Intrusion Detection System (IDS) can, 
however, strive to raise the bar for attackers by reducing 
the efficacy of large classes of attacks and increasing the 
work factor required to achieve a system compromise. 
The coordinated deployment of multiple intrusion 
detection systems promises to allow greater confidence in 
the results of and to improve the coverage of intrusion 
detection, making this a critical component of any 
comprehensive security architecture. Traditional 
anomaly detection methods lack adaptive captivity in 
complex and heterogeneous network. Especially while 
facing high noise environments, or the situation of 
updating profiles not in time, intrusion detection systems 
will have high false alarm rate.   

In this research study, anomaly detection based on 
fuzzy clustering is proposed for updating signature files. 
Fuzzy clustering integrates the advantage of fuzzy set 
theory and conventional clustering algorithms so that the 
improved algorithm can identify zero day attacks 
(anomalies), which conventional misuse network 
intrusion detection would fail to detect. The approach 
allows recognizing not only known attacks but also to 
detect suspicious activity that may be the result of a new, 
unknown attack. Once new attacks are detected, then this 
information could be used to update the signature files of 
the misuse intrusion detection systems. 
 
 
Keywords: Intrusion detection system, misuse detection 
system, anomaly detection system, fuzzy clustering. 

I. Introduction 
Attacks on computer infrastructures are becoming an 
increasingly serious problem. With the increase of Internet 
users and its application potential in every field, we rely on 
computers and the information they carry in almost every 
aspect of our lives. Whether it is banking, e-commerce 
businesses, health care, law enforcement, real estate, air 
transportation, or education, we are all becoming 
increasingly dependent upon networked computers. It is 
these interconnected networks that now make up the "cyber" 
infrastructure. Yet it is this infrastructure that, if not 
protected, is prone to information warfare attacks by cyber 
criminals and terrorists. The possibilities and opportunities 
are limitless; unfortunately, so too are the risks and chances 
of malicious intrusion. This has made computer security an 
essential concern for network administrators. Programming 
errors cannot be avoided as the complexity of system and 
application software is changing rapidly leaving behind 
exploitable weaknesses. Intrusion detection is therefore 
required as an additional wall for protecting systems. 

Either misuse or anomaly intrusion detection is useful, not 
only in detecting successful intrusions, but also in providing 
important information for timely countermeasures. At 
present, network flow anomaly detection is described in the 
literature, but detection accuracy has been far from desirable. 
Nevertheless, anomaly detection plays a valuable role in 
discovering unknown anomaly network intrusion and in 
detecting network failure. 

II. Literature Review 
Intrusion detection has been an active field of research for 
the past two decades. As network computers and the Internet 
began playing a vital role in society, security has become a 
primary concern.  In 1980, [1] first proposed that audit trails 
should be used to monitor threats. The importance of such 
data had not been comprehended at that time and all the 
available system security procedures were focused on 
denying access to sensitive data from an unauthorized source. 
Later in 1997 [2] proposed the concept of intrusion detection 
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as a solution to the problem of providing a sense of security 
in computer systems. Intrusion detection systems (IDS) were 
conceived of as tools designed to monitor and analyze 
computer or network events in order to detect suspect 
patterns that may indicate a network or system attack [3]. 

Many IDSs only handle one particular audit data source. 
Updating these systems is expensive and slow. Some recent 
research, as well as commercial IDSs, have begun to provide 
built-in mechanisms for customization and extension [4]. 
According to [5] and [6] Intrusion detection techniques can 
be categorized into signature detection and anomaly 
detection. Signature detection systems use patterns of well-
known attacks or weak spots of the system to match and 
identify known intrusions. Anomaly detection systems flag 
as anomalies observed activities that deviate significantly 
from the established normal usage profiles. This intrusion 
detection model is independent of system, type of intrusion 
and application environment.   

Underlying IDS is the concept of rule-based pattern 
matching. Models of normal usage of the system are verified 
against actual usage and any significant deviation from 
normal is flagged. This model has served as an abstraction 
for further developments in this field. This generic intrusion 
detection model [7] is depicted in Figure 1. Different 
techniques and approaches have been used in later 
developments.   
 

 

 
 
 
 
 
 
 
 
 
 

 
Figure 1: A Generic Intrusion Detection Model [7] 

 
In 1998, [8] established an anomaly detection model that 

integrated association rules and frequency episodes with 
fuzzy logic to produce patterns for intrusion detection. Later 
in 2003, [9]  developed an anomaly intrusion detection 
system combining neural networks and fuzzy logic. Also [10] 
applied genetic algorithms to optimize the membership 
function for mining fuzzy association rules. 

The above researchers have made various contributions to 
using artificial intelligence techniques in anomaly intrusion 
detection. All use a static classifier or a static decision 
boundary to classify data, and then detect possible intrusions; 
however, security requirements may differ for various 
applications. This suggests the value of a dynamic decision 
boundary that could be set for different applications. This 
research proposes development of fuzzy clustering for 
anomaly detection for different levels of security 
requirements. It is expected that there will be some 

connection between detection accuracy of a decision 
boundary and the computational complexity of classification 
using this boundary. 

Anomaly detection systems compute statistical models for 
normal network traffic and generate alarms when there is a 
large deviation from the normal model. Example systems 
have been developed, such as (Stealthy Portscan Anomaly 
Detection Engine) SPADE [11], (Packet Header Anomaly 
Detection) PHAD [12] and (Application Layer Anomaly 
detector) ALAD [13]. SPADE is an anomaly detector that 
acts as a plug-in preprocessor to SNORT.  While PHAD is 
designed to detect anomalous behavior of network traffic 
packets and ALAD computes (statistical) models for normal 
network traffic and generates alarms when there is a large 
deviation from the normal model. Other techniques have 
been proposed as detection engines, for example using 
clustering and classification [14], autonomous agents and 
distributed intrusion detection [15], and a hidden Markov 
model [16]. [17] and [18] provide a useful survey of these 
applications. 
 

III. Significance of the study 
 
Detecting computer break-ins and other malicious activities 
is a signal detection problem. The aim is to distinguish 
malicious use from legitimate use. There are currently 
several different approaches to this problem and several 
different Intrusion Detection System (IDS) implementations 
available. Different detection methodologies can be 
employed to search for evidence of attack. While anomaly 
detection typically uses threshold monitoring to indicate 
when a certain established metric has been reached, misuse 
detection techniques frequently use rule-based expert 
systems. Further, misuse detection systems rely on 
definitions of misuse patterns, i.e., the descriptions of attacks 
or unauthorized actions [19]. The purpose of this research is 
to investigate and evaluate intelligent systems as a possible 
tool to model efficient Intrusion Detection Systems. Our 
specific objectives are to investigate and test whether 
anomaly detection systems can be used to generate attack 
rules for misuse detection systems. We examine issues 
concerning testing and operational use of IDS. 
 

A. Misuse Intrusion Detection System 
A misuse pattern should summarize the distinctive features 
of an attack, called the signature of the attack. In the case of 
signature-based IDS, when a signature is identified, the IDS 
records relevant information about the incident in a log file. 
Signature-based systems are the most common examples of 
misuse detection systems. In terms of advantages, signature- 
based systems, by definition, are very accurate at detecting 
known attacks, where these are detailed in a signature 
database. Moreover, since signatures are associated with 
specific misuse behavior, it is easy to determine the attack 
type. On the other hand, their detection capabilities are 
limited to those within the signature database. As new 
attacks are discovered, a signature database requires 
continuous updating to include new attack signatures, 
resulting in potential scalability problems. Misuse detection 
is harder to automate since it requires applying many rules 
(as in [20]) or searching for many patterns (as in [21] and 
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[22]). Moreover, it is almost impossible to perform a proper 
testing of such systems due to an insufficient amount of 
information about real intrusion cases. When a new form of 
attack is identified, the signature must be manually encoded 
as a rule in the expert system in order for it to be identified in 
the network stream. Updates may be ignored or performed 
infrequently by the administrator, affecting the usefulness of 
the system. Rule-based systems also suffer from a lack of 
flexibility in the rule-to-audit record representation. Slight 
variations in an attack sequence can affect the activity-rule 
comparison to a degree that the attack is not detected by the 
intrusion detection mechanism. Figure 2 [23] depicts a 
simple misuse intrusion detection model. 
 

 

Figure 2: Misuse Intrusion Detection System [23] 

B. Anomaly Intrusion Detection System  
Anomaly detection systems use models of the acceptable 
behavior of users, referred to as normal behavior models. 
The basic principles of detecting intrusions by identifying 
"abnormal" behavior are outlined by Anderson [24]. 
Recently, this approach has been expansively developed and 
many implementations have been suggested [25, 26, 27, 28]. 
Anomaly-based IDSs search for any deviation from the 
(characterized) normal behavior, which are considered as 
anomalies or attacks.  

As an advantage over signature based systems, anomaly- 
based systems can detect known and unknown (i.e., new) 
attacks as long as the attack behavior deviates sufficiently 
from normal behavior; however, if the attack is similar to 
normal behavior, it may not be detected. Moreover, it is 
difficult to associate deviations with specific attacks since 
anomaly-based IDSs only use models of normal behavior. As 
users change their behavior as a result of additional service 
or hardware, even normal activities of a user may raise 
alarms. In that case, models of normal behavior require 
redefinition in order to maintain the effectiveness. Figure 3 
depicts an anomaly detection model as per [23]. 

 
 

 

Figure 3: Anomaly Intrusion Detection System [23]

IV. Experimental Results 
In this study, we focused on detecting insider attacks, which 
constitute a significant threat to computer systems. It has 
become a practice that many organizations only focus on 
protecting the network from external attacks, without 
deploying a proper detecting and prevention mechanism 
against internal intruders and, as a result, insider attacks may 
not be discovered. Insiders have a substantial amount of 
knowledge about the network architecture, files, systems etc. 
They potentially can plant trojan horses, browse through the 
network file system, overload the system, cause a system to 
crash, etc. While browsing unauthorized files violates 
confidentiality, trojan horses can threaten both the integrity 
and confidentiality of data on the system, overloading or 
crashing directly affects the availability of a network/system. 
Unfortunately, these types of attacks can be extremely 
difficult to detect.  

 

A. Feature Reduction 
Since the amount of audit data that an IDS needs to examine 
is very large, even for a small network, classification 
manually is impossible. Analysis is difficult, even with 
computer assistance because extraneous features can make it 
harder to detect suspicious behavior patterns. Complex 
relationships exist between features, which are practically 
impossible for humans to discover. IDS must therefore 
reduce the amount of data to be processed. This is extremely 
important if real-time detection is desired. Reduction can 
occur in one of several ways: 1) data that is not considered 
useful can be filtered, leaving only potentially interesting 
data, 2) data can be grouped or clustered to reveal hidden 
patterns. By storing the characteristics of the clusters instead 
of individual data, overhead can be significantly reduced, 3) 
finally, data sources can be eliminated using feature selection. 

The data for our experiments was prepared by the 1998 
DARPA intrusion detection evaluation program by MIT 
Lincoln Labs. The original data contains 744 MB of data 
with 4,940,000 records. The data set has 41 attributes for 
each connection record plus one class label. Some features 
are derived features, which are useful in distinguishing 
normal connection from attacks. These features are either 
nominal or numeric. Some features examine only the 
connections in the past two seconds that have the same 
destination host as the current connection, and calculate 
statistics related to protocol behavior, service, etc. These are 
called same host features. Some features examine only the 
connections in the past two seconds that have the same 
service as the current connection and are called same service 
features. Some other connection records were also sorted by 
destination host, and features were constructed using a 
window of 100 connections to the same host instead of a 
time window. Our experiments have three phases namely 
data reduction, a training phase and a testing phase. In the 
data reduction phase, important variables for real-time 
intrusion detection are selected by feature selection. We 
selected the same features for insider attack detection as 
given by [30]. The data set for our experiments contains 
11982 randomly generated records, having 41 features and 2 
features. The labels of the 41 features and their 
corresponding network data features are shown in table 1: 
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Table 1. Network Data Feature Labels 

Label Network  Data 

Feature 

Label Network  Data 

Feature 

Label Network  Data 

Feature 

Label Network  Data  

Feature 

A duration L logged_in W count AH dst_host_ 

same_srv_rate 

B protocol-type M num_compromise

d 

X srv_count AI dst_host_diff_srv_rat

e 

C service N root_shell Y serror_rate AJ dst_host_same_ 

src_port_rate 

D  flag O su_attempted Z srv_serror_rat

e 

AK dst_host_srv_ 

diff_host_rate 

E src_bytes P num_root AA rerror_rate AL dst_host_serror_rate

F dst_bytes Q num_file_creatio

ns 

AB srv_rerror_rat

e 

AM dst_host_srv_ 

serror_rate 

G land R num_shells AC same_srv_rate AN dst_host_rerror_rate

H wrong 

_fragment 

S num_access_files AD diff_srv_rate AO dst_host_srv_rerror_

rate 

   I urgent T num_outbound_c

mds 

AE srv_diff_host_r

ate 

J hot U is_host_login AF dst_host_count

  K num_falied_log

ins 

V is_guest_login AG dst_host_srv_c

ount 
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B.. Anomaly Detection Using Fuzzy Clustering 
 
Clustering is the process of assigning data objects into a set 
of disjoint groups called clusters so that objects in each 
cluster are more similar to each other than objects from 
different clusters. Clustering techniques are applied in many 
application areas such as pattern recognition, data mining, 
machine learning, etc. In [31] authors have used hierarchical 
clustering methods for intrusion detection. In the hierarchical 
clustering method, creation of the clusters starts from either 
top to bottom or bottom to top. The author has used the 
bottom-to-top approach .In this approach, aggregation of 
data points start from a single data point, then clusters data 
point according to their distance. In [32] authors used the K-
Mean evolution clustering method for intrusion detection. 
This method decreases the overhead of performing detection 
over whole datasets. Clustering algorithms for anomaly IDS 
that have been reported in the literature can be classified as 
hard clustering [33], [34] and fuzzy clustering [35], [36], 
[37], [38] methods. 

After fuzzy theory was introduced by Lotfi Zadeh, 
researchers put fuzzy theory into clustering. Fuzzy 
algorithms can assign a data object partially to multiple 
clusters. The degree of membership in the fuzzy cluster 
depends on the closeness of the data object to the cluster 
centers. The most popular fuzzy clustering algorithm is fuzzy 
c-means (FCM) [39]. 

FCM partitions a collection of n vectors xi, i= 1,2…,n into 
c fuzzy groups and finds a cluster center in each group such 
that the cost function of dissimilarity measure is minimized. 
To accommodate the introduction of fuzzy partitioning, the 
membership matrix U is allowed to have elements with 
values between 0 and 1.The FCM objective function takes 
the form: 

J (U,c1,…cc) = ∑ ∑ ∑
= = =

=
c

i

c

i

n

j
ijdm

ijuiJ
1 1 1

2    (1) 

Where uij, is a numerical value between [0,1]; ci is the 
cluster center of fuzzy group i; jxicijd −=  is the 

Euclidian distance between ith cluster center and jth data 
point; and m is called the exponential weight which 
influences the degree of fuzziness of the membership 
(partition) matrix. Usually a number of cluster centers are 
randomly initialized and the FCM algorithm provides an 
iterative approach to approximate the minimum of the 
objective function, starting from a given position, and leads 
to any of its local minima. 
 

C. Anomaly Detection Results 
FCM finds ‘n’ number of clusters in the provided data set. 
In our experiments, we used 10 clusters. The membership 
function matrix U contains the grade of membership of 
each DATA point in each cluster. The values 0 and 1 
indicate no membership and full membership, respectively. 
Grades between 0 and 1 indicate that the data point has 
partial membership in a cluster. At each iteration, an 
objective function (1) is minimized to find the best 
location for the cluster and its values are returned. 
Minimum amount of improvement is set as .00001. 

Figures 4 and 5 illustrate the FCM clustering results 
showing anomalies for detecting insider attacks. The 

black dots illustrate cluster centers and the data points 
(red) on the right side depict outliers (anomalies). 
 

 
 

Figure 4: FCM clustering results using 41 features 
 

 
 

Figure 5: FCM Clustering results using 2 features 
 
The outlier data (anomaly) may be investigated further 
(for frequency, features, and contents) to make sure it is a 
serious attack and, if necessary, may be used to update or 
train misuse intrusion detection signature data files to 
detect similar attacks in the future. Signature data files 
can be updated by using several machine learning 
methods as reported in [30]. 

V. Future Directions 
Intrusion detection techniques are continuously evolving, 
with the goal of improving the security and protection of 
networks and computer infrastructures. Despite the 
promising nature of fuzzy clustering-based anomaly IDS, as 
well as its relatively long existence, there still exist several 
open issues regarding these systems.  

For future research, how to determine the appropriate 
number of clusters remains an open problem. Moreover, 
other data mining techniques, such as support vector 
machine, evolutionary computing, outlier detection, may be 
introduced into IDS. Comparisons of various data mining 
techniques will provide clues for constructing more effective 
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hybrid Artificial Neural Networks for detection intrusions. 
Further, as many of the features are correlated, a study can 
be made of the variation in detection rate and accuracy with 
different sets of features. 

Over the years, numerous techniques, models, and full-
fledged intrusion detection systems have been proposed and 
built in the commercial and research sectors; however, there 
is no globally acceptable standard/metric for evaluating an 
intrusion detection system. Therefore, one of the open 
challenges is the development of a general systematic 
methodology, or a set of metrics, that can be used to fairly 
evaluate intrusion detection systems.  

The 1998 and 1999 intrusion detection evaluations from 
DARPA/MIT Lincoln Labs have been shown to be 
inappropriate for simulating actual network environments 
[40]. Therefore, there is a critical need to build a more 
appropriate evaluation dataset. The methodology for 
generating the evaluation dataset should not only simulate 
realistic network conditions, but also be able to generate 
datasets that have normal traffic interlaced with anomalous 
traffic. 

VI. Conclusion and Discussions 
We proposed an anomaly detection system based on fuzzy 
clustering for updating signature files of a misuse detection 
system. Fuzzy clustering integrates the advantage of fuzzy 
set theory and conventional clustering algorithms so that the 
improved algorithm can identify zero-day attacks 
(anomalies), which conventional misuse network intrusion 
detection would fail to detect. Once new attacks are detected, 
then this information could be used to update the signature 
files of the misuse intrusion detection system. Experimental 
results reveal that the proposed system can detect anomalies 
in the traffic data and could be a suitable candidate for future 
intrusion detection systems. Therefore implementing a 
signature-based intrusion detection engine should improve 
the detection engine’s performance.   

An increasing problem in today’s corporate networks is 
the threat posed by insiders, although configuring an 
intrusion detection system to detect internal attacks is very 
difficult. The greatest challenge lies in creating a good rule 
set for detecting “internal” attacks or anomalies. Different 
network users require different degrees of access to different 
services, servers, and systems for their work, thus making it 
extremely difficult to define and create user- or system-
specific usage profiles. 
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