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Abstract: In this paper, we propose an encryption scheme
based on the famous Williamson construction for Hadamard
matrices. The proposed cipher belongs to the class of symmet-
ric cryptography. A cryptanalysis of the proposed scheme a-
gainst some popular attacks, such as plaintext attacks and ci-
phertext attacks is explored and our study shows that these at-
tacks does not compromise the security of the system. Further-
more, we make use of the Kronecker product to strengthen the
proposed cipher while maintaining the private key size in rea-
sonable lengths.
Keywords: Cipher, Cryptography, Encryption, Williamson matri-
ces, Hadamard matrices.

I. Introduction

In this paper, we propose a private symmetric key cipher
based on constructions that have arisen using binary arrays
of combinatorial designs. We were motivated to use the
Williamson Hadamard matrices though they are part of a
wider class, called combinatorial designs which are often
hard to find and the algorithms for encryption and decryption
are of reasonable length. By the term symmetric we mean
that the same key is used both for encryption and decryp-
tion of a message. The respective cryptographic algorithms
for the encryption and decryption process are called symmet-
ric key block ciphers, and divide the original message which
is going to be encrypted into blocks and encrypt each block
separately. For encryption methods based on combinatorial
designs we refer the interested reader to [20]. Applications
of combinatorial designs to communications, cryptography
and networking can be found in the survey paper, [5].

A. Specifications

The cipher has similarities to the Hill cipher, i.e. using the in-
cidence matrix of a combinatorial design for encryption and
decryption. For more details regarding the Hill encryption
method, see [25, 19]. Moreover, we present a unified ap-
proach for iterated versions of these combinatorial design
ciphers through the use of Kronecker product that approx-
imate a k-round Feistel cipher or network ([19]). Widely
known ciphers that use the block structure of a Feistel net-
work are DES (Data Encryption Standard), Blowfish ([21]),

FEAL ([24]) and the LOKI family of ciphers (LOKI89, LO-
KI91, [4]). A list of typical attacks and reference of the exist-
ing protocols can be found in ([8] and [3]), respectively. The
design goals set for the combinatorial design ciphers include
the following:

1. Require the key be shared only once

2. Use a relatively small key size

3. Computationally fast

4. Robust to most common cryptographic attacks

The ciphers we implement in this paper implement the first
three goals. In addition, we demonstrate that the ciphers pro-
vide resistance to most common cryptographic attacks.
The encryption process can be described from the follow-
ing procedure: consider a communications channel, we di-
vide the channel into two subbands, one which will carry the
message, and the other which will carry noise. The message,
along with the noise is transmitted over the channel. The re-
cipient then filters out the noise, leaving only the message.
This procedure is carried out using Williamson Hadamard
matrices.
This paper can be regarded as a continuation of the proposed
schemes given in [12, 13, 14], and it is organized as follows.
In Section II, we present the cryptographic algorithms used
for the proposed encryption schemes. In Section III we de-
sign the encryption schemes using the Williamson Hadamard
matrices, while in Section III-C we consider practical aspects
of the proposed ciphers. Finally, in Section IV we study the
security of the encryption schemes from Williamson matri-
ces.

II. Cryptographic Algorithms

We assume that the message to be transmitted is a plaintext
with n letters, which is represented by a vector of length n,
whereas each coordinate of the vector is a numerical value
of the corresponding letter of the plaintext (i.e. ASCII code).
We note, that the design of cryptographic algorithms given
here are a generalization of the ones given in [12] and similar
to the ones proposed in [14], since in this paper we explore
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the use of orthogonal matrices generated by combinatorial
designs instead of orthogonal arrays.
If the message has more than n letters then the procedure
which is given below, is being repeated as much times as
needed. If it has less than n letters then we pad the plaintext
with the letter “space” sufficient times. For the requirements
of the proposed encryption method we will make use of a
matrix A of order n × n, of special structure, with entries
{±1} where the matrix A satisfies AAT = kIn for some
constant k ∈ IN , where T stands for transposition and In
is the identity matrix of order n. Design Theory is rich of
such matrices of special structure having beautiful combina-
torial properties, i.e. Hadamard matrices. For more details
on the application of combinatorial designs in cryptography
we refer the interested reader to [20, 5].
If the message we wish to transmit has been converted to
a numerical vector m̄, then the encrypted message which is
going to be transmitted over a communication channel is

c̄ = m̄A+ dēn

where d is a suitable constant and ēn = (1, . . . , 1) is a 1× n
vector of ones. The receiver in order to decrypt the encrypt
message has to make use of the transformation m̄ = 1/k(c̄−
dēn)AT , where AT is the transpose of the matrix A which
has been used during the encryption. The encryption method
described previously can be implemented with the following
cryptographic algorithm given in [14].

Algorithm 1 Encryption Algorithm
function ENCRALG(msg)

Require: msg in ASCII code . Encode a sample plaintext,
msg

SELECT(A, d) . Choose appropriate A and d
k ← (A, d) . Form private key k
TRANSMIT(k) . Transmit securely the private key
m̄← CONVERT(msg) . Convert original msg
c̄← m̄A+ dēn . Encrypted msg is c̄
return (TRANSMIT(c̄))

end function

In order for the encryption method to be persistent with re-
spect to the basic cryptographic principles, the encrypted
message c̄ has to be decrypted uniquely. This requirement
is satisfied from the following theorem.
Theorem 1 (Koukouvinos and Simos [14]) The encrypted
message c̄ which is transmitted with respect to the encryption
algorithm is decrypted uniquely as w̄ = 1/k(c̄−dēn)AT and
w̄ ≡ m̄.
The decryption proccess uses the previous theorem as its cor-
nerstone and is implemented with the following cryptograph-
ic algorithm, again given in [14].

III. Private-key Ciphers

In this Section, we provide several constructions for encryp-
tion schemes using one array of special structure. We give
some necessary notations and definitions that we shall use
throughout this paper. We note that all arrays that are used
below can be considered as binary array bits with the aid of
the following {1,−1}-bit notation taken from [16].

Algorithm 2 Decryption Algorithm
function DECRALG(c̄)

Require: given ciphertext c̄ . Decode a given ciphertext
RECEIVE(A, d) . Receive the securely transmitted

private key
k ← (A, d) . Set private key k
m̄← 1/k(c̄− dēn)AT . Decrypt ciphertext c̄
msg ← CONVERT(m̄) . Original plaintext is msg
return (msg)

end function

Definition 1 ({1,−1}-bit notation) Sometimes, we find it
convenient to view bits as being {1,−1}-valued instead of
{0, 1}-valued. If b ∈ {0, 1} then b̄ ∈ {1,−1} is defined to be
b̄ = (−1)b. If x ∈ {0, 1}n then x̄ ∈ {1,−1}n is defined as
the string where the ith bit is x̄i.
A cipher’s strength is determined by the computational pow-
er needed to break it. The computational complexity of an
algorithm is measured by two variables: T for time complex-
ity which specifies how the running time depends on the size
of the input, and S for space complexity or memory require-
ment. Both T and S are commonly expressed as functions of
n, when n is the size of the input.
Generally, the computational complexity of an algorithm is
expressed in what is called “ big O” notation; the order
of magnitude of the computational complexity. We use O-
notation to give an upper bound on a function, to within a
constant factor [6].
Definition 2 (O-notation) For a given function g(n) we
denote by O(g(n)) the set of functions O(g(n)) =
{f(n) : there exist positive constants c and n0 such that
0 ≤ f(n) ≤ cg(n) for all n ≥ n0}.
We give a necessary brief definition for an encryption
scheme.
Definition 3 (Boyd and Mathuria [3]) An encryption
scheme consists of three sets: a key set K, a message set
M , and a ciphertext set C together with the following three
algorithms.

1. A key generation algorithm, which outputs a valid en-
cryption key k ∈ K and a valid decryption key k−1 ∈
K.

2. An encryption algorithm, which takes an element m ∈
M and an encryption key k ∈ K and outputs an element
c ∈ C defined as c = Ek(m).

3. A decryption function, which takes an element c ∈ C
and a decryption key k−1 ∈ K and outputs an elemen-
t m ∈ M defined as m = D−1

k (c). We require that
D−1

k (Ek(m)) = m.

Remark 1 We note that although we have used as a private
key the pair (A, d), in terms of computational complexity
henceforth we can refer to the private key using only the en-
cryption matrix A since d is of size O(1).
It is clear, that since we have an encryption algorithm and
a decryption function we need a key generation algorithm in
order to construct an encryption scheme. This key generation
algorithm will be derived each time from a class of combi-
natorial designs, thus in the following sections we name the
ciphers after the respective combinatorial structure used.
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A. Williamson Ciphers

In this section, we use Williamson’s construction for
Hadamard matrices as the basis of our construction for a new
private-key symmetric cryptosystem. We briefly describe the
theory of Williamson’s construction below.
Hadamard matrices are named after Jacques Hadamard, who
found square matrices of orders 12 and 20, with entries ±1,
which had all their rows (and columns) orthogonal [10].

Definition 4 A Hadamard matrix of order n is a square n×n
matrix H whose elements are +1’s and −1’s, with the prop-
erty

HHT = nIn

where T stands for transposition and In is the identity matrix
of order n.
The Hadamard property entails that the rows (and column-
s) of a Hadamard matrix are pairwise orthogonal. It is well
known that if n is the order of a Hadamard matrix then n
is necessarily 1, 2 or a multiple of 4. Hadamard matrices are
used in Combinatorics, Statistics, Coding Theory, Telecom-
munications and other areas. More details on Hadamard ma-
trices can be found in [7, 23].
Theorem 2 (Williamson [29]) Suppose there exist four
(1,−1) matrices A, B, C, D of order n which satisfy

XY T = Y XT, X, Y ∈ {A,B,C,D}

Further, suppose

AAT +BBT + CCT +DDT = 4nIn (1)

Then

H =


A B C D
−B A −D C
−C D A −B
−D −C B A

 (2)

is an Hadamard matrix of order 4n constructed from a
Williamson array.
We shall call such matrices, Williamson Hadamard matrices.
Let the matrix T given below be called the shift matrix:

T =


0 1 0 · · · 0
0 0 1 · · · 0
· · · · · · .

0 0 0 · · · 1
1 0 0 · · · 0

 (3)

and note
Tn = I, (T i)T = Tn−i (4)

If n is odd, T is the matrix representation of the nth root of
unity ω, ωn = 1.
Let 

A =
∑n−1

i=0 aiT
i, ai = ±1, an−i = ai

B =
∑n−1

i=0 biT
i, bi = ±1, bn−i = bi

C =
∑n−1

i=0 ciT
i, ci = ±1, cn−i = ci

D =
∑n−1

i=0 diT
i, di = ±1, dn−i = di

(5)

Then matrices A,B,C,D may be represented as polynomi-
als. The requirement that xn−i = xi, x ∈ {a, b, c, d} forces
the matrices A,B,C,D to be symmetric.

Since A,B,C,D are symmetric, (1) becomes:

A2 +B2 + C2 +D2 = 4nIn

and the relation XY T = Y XT becomes XY = Y X which
is true for polynomials.
Definition 5 Williamson matrices are (1,−1) symmetric
circulant matrices. As a consequence of being symmetric and
circulant they commute in pairs.
The scheme is constructed by using the Williamson
Hadamard matrix A = H4m of order n = 4m as an encryp-
tion matrix. However, in this case the circulant structure of
symmetric matrices involved in the Williamson’s construc-
tion gives us the opportunity to use a key of a significant less
size than previously as follows.
In detail, for the encryption process is needed to construct
the (1,−1) circulant matrices:

A = [a0, a1, . . . , am−1], B = [b0, b1, . . . , bm−1],
C = [c0, c1, . . . , cm−1], D = [d0, d1, . . . , dm−1],

such that
A2 +B2 + C2 +D2 = 4mIm. (6)

The symmetry requirement gives vi = vm−i, i =
1, 2, . . . , 12 (m− 1), vi ∈ {ai, bi, ci, di}.
The private key k for this scheme is the concatenation of the
four vectors, A,B,C and D, denoted by Ac⊕Bc⊕Cc⊕Dc

which consists of m + m + m + m bits. Therefore, when a
Williamson Hadamard matrix of order n = 4m is used as an
encryption matrix the key is of sizeO(n), since it consists of
n = 4m bits.
Proposition 1 There exist a family of private-key ciphers us-
ing Williamson Hadamard matrices of order n = 4m, which
will be called Williamson ciphers.
Proof. The encryption scheme using a Williamson
Hadamard matrix A of order n = 4m, will use a key
Ac ⊕ Bc ⊕ Cc ⊕ Dc of size O(n), as described previous-
ly, and can be encrypted – decrypted using the algorithms of
Section II since AAT = nIn.
An infinite family of Hadamard matrices of Williamson type
has been proved to exist under certain conditions [28, 30]:
Theorem 3 If q is a prime power, q ≡ 1 (mod 4), q+ 1 =
2t, then there exists a Williamson matrix of order 4t; we have
C = D, and A and B differ only on the main diagonal.
This theorem gives examples of Hadamard ma-
trices of Williamson type for orders 4t, t =
31, 37, 41, 45, 49, 51, 55, . . ., for example.
Results for Hadamard matrices of Williamson type can be
found on the web site of C. Koukouvinos ([11]) and in [9].
For example using the {1,−1}-bit notation and the four vec-
tors A = [1,−1,−1,−1,−1], B = [1,−1,−1,−1,−1],
C = [1, 1,−1,−1, 1] and D = [1,−1, 1, 1,−1] of length
5 from [11] we can construct a Williamson Hadamard matrix
of order 20; which in the continuum will be used as an en-
cryption matrix in Proposition 1 with a key k = A ⊕ B ⊕
C⊕D = 01111011110011001001 of length equal to 20 bits
to generate the corresponding Williamson cipher.

B. Kronecker Williamson Ciphers

Most block ciphers are constructed by repeatedly applying a
simpler function. This approach is known as iterated block
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cipher (or product cipher). Each iteration is termed a round,
and the repeated function is termed the round function; any-
where between 4 to 32 rounds are typical. We present here
a unified approach for all the combinatorial design block ci-
phers using Kronecker product. The product cipher will con-
sist of a series of Kronecker products applied between the
encryption matrices of the same type of the combinatorial de-
sign ciphers we have presented so far. Our goal is to achieve
that the resulting cipher will be more secure than the indi-
vidual components, thus making it resistant to cryptanalysis.
We note that, this approach shares many similarities with the
design of a k-round Feistel network of ciphers.
In particular, we apply the “blow-up” construction of encryp-
tion schemes first given in [12], which relies on the previous
encryption schemes and the Kronecker product as its main
characteristics. We first define the Kronecker product A⊗B
between two matrices A and B, a crucial definition for the
construction of this family of product ciphers.

Definition 6 ([15]) Let A =

 a11 a12 . . . a1n
...

. . .
am1 am2 . . . amn


Then A⊗B :=

 a11B a12B . . . a1nB
...

. . .
am1B am2B . . . amnB


If A is an m × n and B is an p × q matrix, then A ⊗ B is
an mp× nq matrix. We note that if A and B are orthogonal
matrices, then A ⊗ B is also an orthogonal matrix. We spe-
cialise in the case of combinatorial designs, where the round
function is one use of the Kronecker product.
Proposition 2 (Sylvester [27]) Let H1 and H2 be
Hadamard matrices of orders m and n, respectively.
Then the Kronecker product H1 ⊗H2 is a Hadamard matrix
of order mn.
Remark 2 We can repeat the previous construction us-
ing p Hadamard matrices H1, H2, . . . ,Hp of orders

n1, n2, . . . , np. Thus the Kronecker product
p⊗

i=1

Hi :=

H1 ⊗H2 ⊗ . . .⊗Hp is a Hadamard matrix of order
p∏

i=1

ni.

We illustrate the construction of a Kronecker Williamson ci-
pher with the following example.
Example 1 Let Hi, for i = 1, . . . , k be Williamson
Hadamard matrices of orders ni = 4mi, for i = 1, . . . , k
respectively. These matrices associated with their
corresponding encryption keys Aci ⊕ Bci ⊕ Cci ⊕
Dci = [a1i , a2i , . . . , ami

] ⊕ [b1i , b2i , . . . , bmi
] ⊕

[c1i , c2i , . . . , cmi ]⊕[d1i , d2i , . . . , dmi ] = [a1i , a2i , . . . , ami ,
b1i , b2i , . . . , bmi , c1i , c2i , . . . , cmi , d1i , d2i , . . . , dmi ] for
i = 1, . . . , k where each private key Aci ⊕Bci ⊕ Cci ⊕Dci

consists of 4mi bits, form a k-family of encryption schemes
or a k-round product cipher. If we consider the Kronecker

product
k⊗

i=1

Hi of these matrices, the generated matrix is

a Hadamard matrix of order
k∏

i=1

ni. Since a recipient can

construct each individual Williamson Hadamard matrix Hi

by assuming knowledge of the corresponding private key

Aci⊕Bci⊕Cci⊕Dci , the matrix generated by the Kroneck-
er product can be used as an encryption matrix where its

private key
k⊕

i=1

(Aci ⊕Bci ⊕Cci ⊕Dci) is the concatenation

of the private keys Aci ⊕ Bci ⊕ Cci ⊕ Dci , which consists

of
k∑

i=1

4mi = 4k

k∑
i=1

mi bits. Let n denote the largest order

of the Williamson Hadamard matrices we have used, i.e.
n = maxi{ni}. In terms of computational complexity, since
k∏

i=1

ni ≤
k∏

i=1

n = nk, the size of the encryption matrix is of

exponential growth O(nk). However, the size of the private

key grows linearly since
k∑

i=1

4mi =

k∑
i=1

ni ≤
k∑

i=1

n = nk,

therefore its growth is of size O(n).

C. Encryption in Practice

We can now discuss in detail this weakness in the design of
the Williamson ciphers which in some cases can be eliminat-
ed using their iterated versions of product ciphers, i.e. the
Kronecker Williamson ciphers. As already noted, in cases
the plaintext has more than n letters, we repeat the encryp-
tion process. This method, is also known as the electronic
codebook mode, or ECB in the literature ([8, 17, 19, 26, 22]).
A disadvantage of this method is that if two plaintext blocks
are the same, then the corresponding ciphertext blocks will
be identical, and that is visible to the attacker.
The “blow-up” construction can reduce the amount of in-
formation that can be retrieved from a potential attacker
when using ECB mode by restricting the available choices
for Williamson Hadamard matrices Ai, i = 1, . . . , k to be
Af 6= Ag for i ≤ f, g ≤ k with f 6= g. In general, if we

choose theAi encryption matrices to have
k∑

i=1

ni = n, where

n is the size of the plaintext this weakness is eliminated since
the encryption process does not have any repetition blocks.

IV. Cryptanalysis

The main cryptographic attacks can be classified in the fol-
lowing three categories:

• brute force attack.

• plaintext attack.

• ciphertext attack.

Modern cryptographic hardware breakers have the ability to
perform a brute-force search for 2128 keys. This gives us an
estimate of the security needed against brute force attacks.
Clearly, the usage of any Williamson Hadamard matrix of or-
der n > 128, which can easily be constructed from Theorem
2 for large orders in conjunction with the results for the cir-
culant matrices given in [11] and [9], as an encryption matrix
is recommended for protection against brute-force attacks.
In this section, we demonstrate that our ciphers are robust
against ciphertext-only attacks, while considering some re-
strictions the corresponding encryption schemes are secure
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under known-plaintext attacks, chosen-plaintext attacks and
chosen-ciphertext attacks.

A. Cryptanalysis of Known-plaintext Attacks for Williamson
Ciphers

Definition 7 (Known-plaintext Attack) A known-plaintext
attack is one where the adversary has a quantity of plaintext
and corresponding ciphertext. This type of attack is typically
only marginally more difficult to mount.
Supposing a n × n matrix A is used for encryption, as de-
scribed previously. In order to recover the matrix A = Hn of
a Williamson cipher without knowing the private key, we will
need n mi’s, where with mi = (mi

1, m
i
2, . . . , m

i
n), i =

1, . . . , n we denote the vector consisting of n letters of the
message that have been converted to its numerical values, and
n ci’s, where each ci = (ci1, c

i
2, . . . , c

i
n) is the encryption

of mi. The i-th column of A, A(i) = (a1,i, a2,i, . . . , an,i),
by solving the following n-linear systems, for i = 1, . . . , n:

m1
1a1,i +m1

2a2,i + . . .+m1
nan,i = c1i

m2
1a1,i +m2

2a2,i + . . .+m2
nan,i = c2i

...
...

mn
1a1,i +mn

2a2,i + . . .+mn
nan,i = cni

or equivalently we denote the previous system

MA(i) = C(i) ,

where C(i) = (c1i , c
2
i , . . . , c

n
i ).

Proposition 3 Williamson ciphers are secure against
known-plaintext attacks under the assumption that the
adversary has knowledge of less than n messages of length
n of the plaintext and the corresponding ciphertext.
Proof. With the method described previously one can find
the encryption matrix A, if the matrix M is not singular.

B. Cryptanalysis of Chosen-plaintext Attacks for Williamson
Ciphers

Definition 8 (Chosen-plaintext Attack) A chosen-plaintext
attack is one where the adversary chooses plaintext and is
then given corresponding ciphertext. Subsequently, the ad-
versary uses any information deduced in order to recover
plaintext corresponding to previously unseen ciphertext.
In this type of attack the extra advantage of the adversary
having knowledge of the encryption mechanism, does not
reveal any further information with respect to a known-
plaintext attack since the adversary in order to compromise
the system still has to solve n linear systems,

MA(i) = C(i)

for i = 1, . . . , n as described in section IV-A.
Remark 3 The adversary should take under account that the
matrix M of the chosen plaintext must not be singular. This
note restricts the choice of the available plaintexts for an ad-
versary sincemi 6= λmj , in other words the vectorsmi must
be linear independent.
Proposition 4 Williamson ciphers are secure against
chosen-plaintext attacks, since the schemes are secure
against known-plaintext attacks.

C. Cryptanalysis of Chosen-ciphertext Attacks for
Williamson Ciphers

Definition 9 (Chosen-ciphertext Attack) A chosen-
ciphertext attack is one where the adversary selects the
ciphertext and is then given the corresponding plaintext.
One way to mount such an attack is for the adversary to
gain access to the equipment used for decryption (but not
the decryption key, which may be securely embedded in the
equipment). The objective is then to be able, without access
to such equipment, to deduce the plaintext from (different)
ciphertext.
Similar, in this type of attack the extra advantage of the
adversary having knowledge of the encryption mechanism,
does not reveal any further information with respect to a
known-plaintext attack since the adversary in order to com-
promise the system still has to solve n linear systems,

MA(i) = C(i)

for i = 1, . . . , n as described in section IV-A.
Proposition 5 Williamson ciphers are secure against chosen
– ciphertext attacks, since the schemes are secure against
known – plaintext attacks.

D. Cryptanalysis of Known-plainext, Chosen-plaintext and
Ciphertext Attacks for Kronecker Williamson Ciphers

An intriguing question is if the security provided by the
Williamson ciphers is enough for standard applications (i.e.
banking transactions) in practice. Clearly, the security is a
function of the value n of the plaintext’s length. For exam-
ple, with a plaintext of n = 64 bits an attacker which can
deduce 64 = 26 messages of the same length can break the
ciphers and of course this is totally impractical!
The solution to this problem is to use the Kronecker
Williamson ciphers. For example, using 16 rounds of encryp-
tion i.e. the Kronecker product of 16 Williamson Hadamard
matrices of order 16 the size of the encryption matrix is
24

16
= 264, while the key size is 16 · 16 = 256 bits. There-

fore, using a key of 256 bits we provide security for 264

known and chosen-plaintexts and ciphertexts. We compare
now this result with the security of a widely known modern
block cipher, i.e. DES.

1. To break the full 16-rounds of DES, Bilham and Shamir
showed that differential cryptanalysis requires 247 cho-
sen plaintexts (see [1, 2]).

2. Linear cryptanalysis discovered by Matsui needs 243

known plaintexts to achieve similar results (see [18]).

E. Cryptanalysis of Ciphertext-only Attacks for Williamson
Ciphers

Definition 10 (Ciphertext-only Attack) A ciphertext-only
attack is one where the adversary (or cryptanalyst) tries to
deduce the decryption key or plaintext by only observing ci-
phertext. Any encryption scheme vulnerable to this type of
attack is considered to be completely insecure.
Two letters of the original message, m corresponds to dif-
ferent values of the ciphertext, c. Analysing the worst-case
scenario for this type of attack, we suppose that all letters of
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the plaintext are the same. Then in the corresponding cipher-
text all their numerical values are all different. Therefore an
adversary cannot observe any further information regarding
the encryption key or the plaintext, since any value of the en-
crypted message is a function of n values of the plaintext and
one column of the encryption matrix A. Hence, two or more
same values of the encrypted message does not represent the
same letter in the plaintext. We note that, as n increases it is
more difficult for an adversary to retrieve the encryption key
or the plaintext by simple observation.
Proposition 6 Williamson ciphers are secure against
ciphertext-only attacks.
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