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Abstract: A home health care system can be used to monitor one day to the next. A proof that a protocol is secure for

the elderly people or patients with chronic diseases. Infona- one system does not guarantee that it is secure on the other

tion assurance, privacy, reliability and other requiremerts of  system.

be securely established between the different componentsthr health care system proposed by [25, 37]. For our data flow

g;:ienh‘;ﬂn;fhgzill? Cig;{i;i; ;’f\;ieciiwor;;?é?&hﬂfi?g'c analysis the body sensors, home sensors and mobile phone
g gy y d are used to gather information from the patient. The sensed

ments of the complex home health care system and the key es- q h d he h health I h
tablishment protocols. We show that when new requirements ata are then passed onto the home health controller. The

are added to the system, the proposed model can successfullyhome health controller an_alyser module will the_n analyse th
track if the existing key establishment protocol assumptias are ~ data and send the analysis results to the decision module and

still valid in the modified system. Animplementation of the po-  hospital. The decision may be performed either at the home
tocols is executed on mica2 motes and examined in detail. The health controller decision module or at the hospital, depen
time elapsed, complexity of the code and memory requiremest ing on the results of the analysis. Once the decision is made i
are analysed. We show that a key establishment protocol bade peeds to be acted upon, this feedback may be a message sent
on RSA has advantages over a key establishment protocol bake g the patient that they should come in for an extra check—up
on ECC for this application. or the sensors need to start measuring physiological data at
Keywords: security, sensors, health, networks, protocols higher sampling rates or that nothing needs to change.

) A patient at home can have a number of body sensors that
l. Introduction can communicate with home sensors, the health controller

h . lati dthe i ¢ chronic di and a mobile phone. Home sensors, such as cameras, may
The aging population and the increase of chronic 'Seasgﬁly start recording if the body sensors detect that theng ma

_ha\ée pI?ceddan immgnseéingncial burden onbhealthdservri]cg a medical emergency, such as the patient lying horizontal
in developed countries. Body sensors can be used to ?I'Pthe kitchen. Surveillance software, such as S3[19], @an b

reduce their costs significantly. Sensors can be used 10 {g<o j 5 detect if the patient is cleaning the kitchen or ggtti

motely monitor elderly or patients suffering from Chronlcsomethingfrom the ground or there is actually an emergency.

diseases and allow them to have rela_ltively indgpenderﬂlivqf the software does detect an emergency, the hospital staff
Proposed healthcare_systems contain many different COMBRa notified, they examine the information and decide on the
n_ents and hef?ce are inherently <_:0mp|ex [24].The complem%st course of action. The mobile phone is used to give feed-
hlnders_ security p_roofs and detailed "?‘”a'ys's’ S0 _mgch&to trback to the patient about the condition of their body, as well

theorencally proving that a protocol is secure within an eN.< the status of the sensors. The mobile phone can notify
tire rs],ystekr;n IS rarily perforrr_1ed. Instea;d rgsearchers only tthe patient of any detected emergency, allowing the patient
to show that a sub—system is secure, for instance, Commuﬂﬂ'report back a false alarm if one has occurred. The mobile

cation between two body sensor nodes. Another problem fione can be replaced with a PDA or any other hand—held
that complex systems rarely stay static, with new deviceds a ommunication device

algorithms a system may have different functionality from
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Figure. 1: Home Health Care System Data Flow Diagram

Health information collected from sensors needs to be sé Background
cured and in some countries (for example the USA) security
is mandated.Securing a home health care system becomeWireless Sensor Network (WSN) can consist of many d-
more challenging mainly because of the different requiréfferent computing devices. Some have more computation
ments placed on various components in the system. For jpower and/or memory than others. An example of a WSN is
stance, the sensors have severe resource constraintd¢harftBody Sensor Network (BSN). A BSN is a network of wear-
constraints found in mobile phones, cameras or desktop cole heterogeneous sensors [1]. The sensors may spread over
puters. With differences in computing power, as well as ithe entire body, and monitor and communicate a wide range
communication costs, a range of security protocols may g health related data. BSNs are used to monitor a patient’s
required to be deployed in the entire system. For instandehysical and biochemical parameters continuously in almos
an efficient key establishment mechanism specifically duitédny environment and locations that the patient needs to go.
for body sensors was proposed using physiological data [3$SNs can also be used by athletes to measure their perfor-
However, the home health care system may send physiold§ance characteristics. Another use for BSNs is user input
ical data to medical staff or to an analytic engine [17]. Thénto video games [1].
physiological data may also be sent to an actuator to releadéhallenge for BSNs is finding and deploying secure meth-
medicine into the body [17]. These may jeopardize the #ds thatallow the user to setup the BSN. One suggested solu-
bility to use the physiological data in the key establishmerion is to have a special device that emits low powered mes-
protocol. sages in situations where the scope is a single person [17].
When the same physiological data is used for multiple puHowever, an intruder with sensitive enough equipment will
poses and/or the environment is heterogeneous and compleg,able to capture these messages. Initial work on crypto-
it becomes important from a security or information assuidraphically strong physiological data to initialize thewaerk
ance point of view to have a formal methodology to validatshows encouraging results [3, 44]. However, this has limita
the system. A formal methodology is also important to intions since there is only a small number of cryptographjcall
sure that the information sent to medical staff and actsatoftrong physiological data that an implementer could choose
to dispense medicine is accurate (secure), and the comect §om.
tions are taken. The formal methodology has a requirement
that it can model both the security and privacy aspects ds w
as the assumptions and the application correctness.
In Section Il we give a background wireless sensor securi§ecurity in sensor environments differ in many ways from
and formal verification mechanisms for security protocolghat of other systems. Sensor nodes have little computdtion
In Section Il we will describe how Genetic Design Method-power, thus even efficient cryptographic ciphers must bd use
ology (GDM) is currently used to model complex systemwith care. Security protocols should use a minimal amount of
s. Section IV supplies a description of a home health caRAM. Communication is extremely expensive; any increase
system, and some of the components that belong in it. In message size caused by security mechanisms comes at a
Section V we will describe key establishment protocols for 8ignificant cost. Energy is an important resource, as each ad
complex sensor system. We will discuss the security of thditional instruction or bit transmitted means the sensateno
key establishment protocol and how it is dependent on songa step closer to becoming non—functional. Nearly every
assumptions about the environment. In Section VI we wilhspect of sensor networks is designed with extreme power
show that GDM can be used as a formal analysis tool to vegonservation.
ify both the system and in particular the assumptions madghere are many aspects to WSN security [13]; ranging from
by the security protocols are correct. In Section VII we willdata fusion security, location aware security, to the ldeer
describe the implementation of the key establishment prote| security primitives such as cryptography, authenticati
col and some performance analysis. Section VIII concludesd secure key establishment protocols. We shall not cover
the paper. all aspects of WSN security in this paper, instead we will fo-
cus on some of the lower level primitives: authenticatiod an
key establishment protocols. However, concepts such as dat

%\I. Wireless Sensor Security
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fusion security and location aware security also rely uen t the person.

lower level security primitives [27]. ) ) -

Several cryptography libraries using symmetric keys have A secured Io_cahon, for instance a m|I|t_ary base or un-
been proposed [35, 23]. Much of the work on sensor proto- ~Manned vehicle, or a secure home environment.

cols has used a symmetric key cryptography library. Recent
work has shown that even asymmetric keys may be used in

WSNs [46, 31]. Singh et al. [39] has proposed an efficienfhe example environment used in this paper is the human
t key establishment protocol using elliptic curves. Howeve body, where BSNs have been developed to measure the phys-
they still consume considerably more resources than the syfg|ogical values found in individuals [1]. Health sensoasic
metric counterparts. The limitations when verifying syntme yse Inter—Pulse—Interval (IPI) or Heart Rate Variance (HRV
ric key authentication and key establishment prOtOCO|S qu] as good sources for Cryptographica”y random numbers
WSNs are discussed in the next section. and the physiological values can be used as a one—time pad.
Key establishment protocols are used to set up sharedsecrﬁécenﬂy, the EKE password protocol [5] was used in BSNs
between sensor nodes, especially between neighbouringi§-increase the number of physiological values that can be
odes. When using symmetric keys, we can classify the ke)sed [39]. The physiological data replaced the password, in
establishment protocols in WSNs into three main categorieghe EKE password protocol. A major limitation to the adop-
Pair-wise schemes; Random key predistribution schemegsn of the above methodology is the lack of formal verifica-

Key Distribution Center (KDC). The Pair-wise schemes anglon that the protocol, which makes a number of assumptions,
Random key predistribution schemes are designed for opgysuitable in a complex sensor system.

environments, where there are many individual sensors [27]
The main difficulty with the above schemes _is updating thg  Formal Verification
keys between the nodes. Another drawback is that, when us-
ing the random key predistribution schemes, the shared kelyg'mal methods to verify that a protocol is correct is an im-
cannot be used for entity authentication, since the same kegortant area in the research community. Verifying a proto-
can be shared by more than a single pair of nodes [18]. TI§@! provides the validity for the protocol and hence it is a
KDC mechanisms by themselves are not suitable for largégnificant step in analysing the protocol. The complexfty o
scale WSN environments, although combinations of a KDgecurity protocols makes their verification a difficult task
mechanism and the previously mentioned schemes have ci@‘mal qualitative arguments by themselves are not rediabl
ated hybrid protocols [11]. Some of the limitations in a KDCor acceptable, thus a formal analysis to verify the claimenad
mechanism are: by a protocol is needed.
) Computer assisted formal methods for verifying security pr
« The KDC scheme relies upon other schemes to creaigcols can be divided into two major categories:
the trusted intermediary.

« Hard to reach places, for instance a satellite in orbit.

« Model Checking: considers a finite number of possible

« The key sizes in sensor nodes are not large enough, S0 ,rq16c0l behaviors and allows checking if that satisfy a

over a period the key between the sensor and the trust- et ot correctness conditiondhis method works well

ed intermediary may become compromised. Thatis, if o finding attacks on a protocol, rather than proving
the KDC protocol messages were captured and saved by  hqir correctness [12, 28, 33].

an adversary, then the adversary may calculate the new

keys. « Theorem Proving: considers all possible protocol be-
haviors, and checks that they satisfy a set@fectness
conditions This method works well for proving proto-
col correctness, rather than finding attacks on protocols
[32, 34, 41].

« Some sensor networks may not employ an encryption
algorithm at all, however KDC protocols require an en-
cryption algorithm to encrypt the new key.

The use of a password has been proposed as a way to initi- . . .
ate key establishment in a WSN [37]. However, the use of oth model checking and theorem proving methods require

PIN code or a password is not a pragmatic approach to Bsig@Mputer assistance to aid v_vith the analysis. However,-meth
since many of the sensors do not have a user-interface. S s based on theorem proving are less automated than those
sed on model checking.

sors also may be placed in hard—to—reach places, with so & . .
of the sensors implanted into the body. To complicate mat® useful feature of model checking methods is that they can

ters, the sensors may even harvest energy directly from tRECVE an e}t_tack when a protocpl does not sa t|sf>/ a correct-
body [22], thus allowing the sensors to exist for very lon ess condition. The failure to find an attack implies that the

periods of time. Updating keys with appropriate mechanis rotocol is correct. However, model checkers do not provide
s is, therefore, an important requirement a symbolic proof that can explain why a protocol is correct
Thié paper usés the generic naSecure Eﬁvironmental val- and thus are uninformative when checking a valid protocol.
ue(SEV) referring to sensed data that can only be obtain other important limitation of model checking methods is_

by sensors in an environment. The SEV is usually hard at they only guarantee correctness of a scaled down versio

obtain through other means. Examples of an environme$ the protocol_. . .
where SEVs may be found include: eorem proving mechanisms have their own strengths and

limitations. One of the strengths of theorem proving method
« Human body, where it is difficult for an adversary tois that they can provide a symbolic proof when a protocol is
attach a device on the body without the knowledge diound to be valid. Their main limitation is that they genéral
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require more expert human guidance than methods basedWwien using GDM, systems are designed out of the require-
model checking. ments as opposed to methods that produces designs to meet
Another mechanism to verify that a protocol is secure is tthe requirements. A major advantage of GDM is that it pro-
use a mathematical proof [9]. Problems with using mathetuces graphical models that are derived and integrated from
matical proofs include: the original requirements. The models can easily be used
] . to verify that security protocols correctly work in a conple
« With each small change in the protocol a new proofystem.
needs to be constructed. An example of a complex system is the home health care
: . system. For instance, in a home health care system it can
« Security proofs are complex and involve long mathe; e . .
: . o become difficult to track how sensed data is used at different
matical reasoning and are difficult to understand to the : ) .
average practitioner Stages in the system. When the sensed data is also used in key
9ep ' establishment protocols, tracking the various uses ofesens
« There are relatively few protocols with mathematical sedata becomes even more important. For example, some key
curit f establishment protocols require that the sensed data tever
y proofs. X X
be sent in the clear or to an untrusted third party, whereas
« As systems become more complex, constructing matk@ther protocols do not need such restrictions. The complex
ematical proofs becomes more challenging. system and the protocols can be defined in requirement be-
havior trees using GDM.
A combination of informal verification, machine analysis (e Each requirement can be represented as a behavior tree,
ther using model checking, or theorem proving), and mathénis representation is specifically called a Requirement Be
matical proofs is important to gain assurance on the sgcuribaviour Tree (RBT). An important part of the genetic de-
of the protocol. sign methodology is constructing the behavior trees. Dgome
The following section describes how Gentic Design Method15, 47] defined Behaviour Trees asi formal, tree—like

ology (GDM) is used when examing complex systems angraphical form that represents behavior of individual dr ne

the correctness of security protocols. works of entities which realize or change states, make deci-
sions, respond-to/cause events, and interact by exchngin
lll. Use of GDM in Complex Systems information and/or passing control

Behaviour trees provide a direct and clearly traceable rela
The common techniques used to verify that a protocol isonship between what is expressed in the natural language
correct does not easily scale to a complex system. Usimgpresentation and its formal specification. Conventional
the above techniques to validate a system with hundreds sfftware engineering method applies the underlying design
nodes, and many different protocols, is almost infeasiblstrategy of constructing a design that will satisfy its skt o
To further complicate matters, there are inherent regirist functional requirements. Whereas, a clear advantage of the
such as, the formal verification will need to be repeated fdsehavior tree notation is that it allows us to construct a de-
every minor change in the system. sign out of its set of functional requirements, by integrat-
When proving that a protocol is secure, the proof relies oniag the behavior trees for individual functional requirartse
number of assumptions made about the environment wheiRBTs), one—at—a—time, into an evolving design behavior
the protocol is run. This may be assumptions such as securee (DBT).
time synchronizations between the parties, or that the-phyEhe RBTs are integrated based on the precondition of the tree
ical security of the communication medium. Showing that ¢hat must be satisfied in order for the behavior encapsulated
protocol is secure in a complex system may be considerediasa functional requirement to be accessible or applicable o
a two step process. The first step is proving that the protexecutable. If there is no matching post—condition embod-
col is secure based upon some assumptions. The second $¢ghin the evolving DBT then a defect is identified and needs
is to show that the assumptions are valid and consistent int@be rectified. In which case, either the requirement is in-
complex system. The GDM has recently been used as a toallid, or there is a missing requirement. Integrating RBTs
to prove and/or validate the overall correctness of complag an important feature when showing that security require-
systems. ments in the system are valid or if there is a missing security
Sitherasenan et al. [40] have used GDM to check the carequirement.
rectness of the 802.11i wireless security protocol. The r&@nce the RBTs are integrated, and any missing or invalid re-
guirements of the protocol was placed into a number of Reiuirements are dealt with, we can then generate other models
guirement Behaviour Trees. The requirements were then vérem the evolved DBT. SAL code can be generated, allowing
ified by integrating them into a single Integrated Behaviouthe creation of theorems that also checks the securitymequi
Tree. Thereafter, the Behaviour Tree model was translatesents of our system.
into SAL formal notations for theorem proving. This mech-Behavior trees can in turn be used to generate SAL code [40].
anism shows that both model checking and theorem providgmodel checker can then be used to verify the SAL code and
approaches can be performed using the same analysis tahus verify the protocol in the sensor environment. The main
The checks performed was mainly focused on the protocsteps inthe GDM are: translation of requirements to betavio
correctness and not on the assumptions made by the protiees; integration of behavior trees; architecture tramsé-
col. We will show that the GDM analytical tool can effec-tion; component behavior projection; and component design
tively perform model checking on the correctness of protoc&hen modelling the entire system, genetic design has signif
assumptions in a complex system.
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icant advantages over Unified Modeling Language (UML)when or how often the component is able to obtain patient
state charts or other methods [14]. The advantages includénformation and the replacements column indicates how of-

) . . ten the patient will replace that particular component. The
« Allows designers to focus on the complexity and des'ngerations of each componentis described below.
of individual requirements while not having to simulta-

neously worry about the details in other requirement
The requirements can be dealt with one at a time (both
for translation and integration). Body sensors measure the vital physiological signs of the pa

) tient. Body sensors use a low powered communication medi-
« The component architecture and the component behgy, ych as 802.15.4. The implanted sensors’ physical secu-

ior designs of the individual components are emergepty s very high and they should be rarely replaced. Sensors
properties of the design behavior tree. that are strapped onto the patient are less secure and can be

« The methodology concentrates on discovery of behaviéfPlaced more frequently. For the remainder of this paper we
gaps, which in turn discovers requirement and securil‘ﬁy'" assume that the patient has at least one implanted sen-
gaps. The focus of direct translation of requirement§°r' The implanted sensor can be used to safely store securit

to design, makes it easier to see and find gaps eith%‘?ys within the.home health care s_ystem. ) i
manually or using automated tools. The sensors will need to send the information securely. This

produces an inherit requirement of establishing sessigs ke
« Presents an automated method of mapping changesfin the sensors. After sensors gather the data they will need

. Body Sensors

requirements to changes in design. to send that data to a central computer via a mobile phone
or the nearest component within the system, as described in
A. Notation Figure 1.

The behavior tree described in this paper will use the stan- Mobile Phone
dard notation. There is no standard notation to descrihe sec™

rity protocols, however, we will use a commonly used formaThe mobile phone is a mobile gateway between the body sen-
[7] as shown in Table 1. sors and the rest of the network. It can be incorporated to use
many different communication technologies. It can display
the status of all sensors and the vital signs for the patient.

Table 1 Notations used in Security Protocols Facilitating the patient to feel in control of the entire t&ya.

Notation Description o . X .
A D The wo nodes who wish to share anewsession  |tS mobility causes it to be easily lost or misplaced. Hehee t
key physical security of this device is low. Therefore, an impor
S A trusted server tant limitation placed on this device is that we must notestor
Na. Np iasgigmgl‘;mbers generated by nodesnd 3 any cryptographic session keys in stateful memory. There-
v A SEV read from the environment by a sensor fore, the mobile phone will need to be able to quickly es-
Vi Thei'th SEV read from the environment by a tablish secure session keys with the body and home sensors

sensor
(M Encryption of messag#/ with key K to pro-
vide confidentiality

when it is turned on.
For privacy reasons when the patient goes outside their home

[M]x One-way transformation of messagé with the phone should be able to send data back to the home health
) key K to provide integrity controller. The home health controller can decide, based on
Kap, Kjyp | Thelong-term key initially shared by and a set of pre—determined rules, the salient information that
and the new session key respectively .
Kas, Kps | Long-term keys initially shared byd and S, needs to _be sent to the hosp|tal staff. ] )
and B and S respectively The mobile phone also has a sensor attached to it. Hence if
Xn;Y The concatenation of data stringsandY’ the patient picks up the phone, the phone will be able to read
A— B | Asendsamessageto B the physiological data from the body. This is a convenient

&3} Exclusive—or function

method to have redundant sensors on the body to accommo-
date the case if one of the sensors becomes faulty. By having
a sensor on the phone, the system can also quickly detect any
IV. Analysis of the Home Health Care System faulty sensors.

The home health care system, described in this paper, is r@— Home Sensors

atively complex. When security mechanisms are incorpo-

rated, the importance of modelling technique becomes mofde home sensors can augment the body sensors and supply
apparent. This section examines in detail a complex sgcuritnore information, such as temperature and movement of pa-
protocol that secures a hand—held device, such as a PDAtmnts. The home sensors may not always be switched on, and
mobile phone with the home health care system. may only be turned on if the home health system determines
Table 2 depicts an overview of four of the major componenthat there may be an emergency and requires more informa-
in home health care system : mobile phone; home sensotigin. This saves power and also enhances the privacy of the
home health controller; body sensors. The table shows tpatient. Especially if some of the home sensors are cameras.
different types of communication protocols and technolog¥he home sensors need to establish session keys with the mo-
each of the components may have, as well as the physical e phone and body sensors. The mobile phone can be used
curity of the component. The connectivity column describeBy the patient to know the status of the other sensors in the



Key Initialization and Validation of Security Protocol Agaptions in a Home Health Care System 264

Table 2 Components in the Health Care System

Component | Communication Physn;al Connectivity Replacements
Security
Body Sensors 802.15.4 Very High Always Very seldom
Implanted = yHg Y Y
Body Sensors }
Strapped 802.15.4 Medium Always Frequently
Mobile Phone 802.11, 802.15.4 Low When turned_on Frequently
plus many others| & close to patient
802.11 and/or } When patient
Home Sensorg 802.15.4 High is at home Frequently
Home Health | 802.11, 802.15.4 High When turned on Seldom
Controller plus many others|

system. The body sensors should directly be able to comiised by supplying non-vital data (such as, camera footage)
municate with other components within the system, allowingnless there is a justified medical reason for it. The hospi-
the patient to freely move within their home without needindal will be notified of any irregularities and hence the hespi
to always carry their mobile phone. tal can inform the patient to have an additional appointment
Since the home sensors are located inside a building they avith a doctor, etc.

physically secure and have a lower likely—hood of being s-

:glgz.f:ucige sensors will only be replaced if they are founq/' Proposed Mechanisms for Key Establish-

In this paper we have assumed that the security between the ment
home sensors and the health controller is achieved by othﬁq

known protocols, such as defined in the IEEE standards for ere are several scenarios where the b0(_1y Sensors and the
mobile phone do not have any keys established with the re-

802.11_.Th|s paper focuses mainly on securely establ|sh|rﬁg%(,jlmder of the home health care system. This may be be-
keys with body sensors. .

cause the mobile phone has recently been turned on, and no

keys are stored in the mobile phone’s permanent memory.
D. Health Controller Hence it will need to establish keys with the rest of the sys-
Jem a fresh. The body sensors may have expired keys, if
the patient was away from their home for an extended peri-
od of time. For operational efficiency reasons, keys in body
oSensors are small, hence the keys have a small life—time and

The health controller coordinates the entire home health s
tem. It contains heuristics to determine if the patient iang
danger. If the health controller determines that the patgen
in some danger it may then power on some of the home s
sors to gather more data. It may also notify the patient or tkﬁé;ed to be update(_j more frequentl_y. I

hospital depending on the type of danger. The home heal ere are four major steps when first establishing keys, the
controller is a key component for the privacy of the patienftepS are as follows:

The patient is more likely to have cameras installed in their
home with the assurance that they will only be turned on in
case of an emergency.

The health controller has an interface allowing the patient | ome Health Controller and Body Sensor :- This step

enter extra data, such as, going for a jog, cleaning, ets Thi  yascribes how the Home Health Controller establishes a
enables the health controller to obtain an informed judgeme key with the body sensor.

on whether the patient should go to the hospital for an early

check-up, or if the patient is doing some exercise. « Body Sensors and Home Sensors :- This step describes

hence it will need to have established session keys between ¢qg.

all of the other components. The health controller also has a
built—in body sensor similar to the mobile phone. This abow , Mobile Phone :- This step describes how the mobile

the patient to place their hand on the sensor to confirm that  phone establishes keys with the other components.
the readings from the body sensors are accurate or whether

any of the sensors is faulty and needs to be replaced. Each step is described in detail in the following sections.

« Initial Setup :- This step describes how the system is
initially setup.

E. Other Components A. Initial Setup

Other entities within the system include the hospital ard thin this paper, we assume that the session keys between the
patient, as shown in Figure 1. The patient originates thdome Health Controller and the Home Sensors have already
physiological data, which the body sensors can capture. Theen established [20]. The assumption is that existingsindu
patient can also input information to the system, such as etty standards, such as 802.11, was used to set the system up.
ercising or eating, via a mobile phone or PDA. The standard 802.11 is well understood and found in many
The hospital will be supplied salient information about thénigher resource environments, such as, mobile phones, cam-
patient. However, the patient’s privacy will not be comproeras, laptops, and personal computers.
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B. Home Health Controller and Body Sensor heart rate and could cause security risks when using IPI and
The next step is to establish a session key between the HoH@V to only secure the _communlcatmn. Other cryptograph
: ically weaker physiological values, such as blood pressure
Health Controller and a body sensor. An implanted body sen-" ”. .
) ) . . . and iron count, are less susceptible to those remote attacks
sor is desirable since they have the highest level of phlysica

secu.nty. That body sensor can be used in the f_uture to hoﬁ‘rotocol TVenkatasubramanian BSN protocol
session keys for most of the other components in the health

care system. Ch = St : Nas [Nalke, s, Kows, @V
Ease of use is an important requirement for our system. A
complex system where a user needs to install security cdfhe new keyK ¢, s, is encrypted with the physiological val-
tificates is infeasible. Setting passwords on tens to huisdreue V', which is only known to sensors on a particular person.
of devices is technically difficult due to lack of a user inter Sensor node3 validates that<¢, s, is correct by verifying
face such as keyboards or monitors on many of the sensoitse MAC of N 4.
Forcing a patient to remember a new password or PIN wilDne of the major limitations of this protocol is the length of
be a deterrent on the take up of a home health care systeime it will take to generate a sufficiently random physiclog
It is envisioned that the elderly could benefit from a homéal valueV. For example, a sufficiently random value based
health care system. However, they would have the greatest IPI will take approximately 30 seconds [44]. Another lim-
difficulty in managing and handling complex technology. Astation is that the Venkatasubramanian et al. protocol has a
technology improves new devices will be added to an alreadgquirement that the sensed data should never be sent in the
complex system. Itis infeasible to have users learn new tectlear or to an untrusted third party.
nology when changing components in an ever changing eA-more complex method is to use a RSA-based password
vironment. The security setup should be simple so any negvotocol [39]. Singh et al. showed how the EKE protocol
devices can be easily added. can handle small entropy secrets, so that off-line and on-
An example of a simple method to establish a key betwedme dictionary attacks are infeasible for an adversarye Th
two devices is for the patient to place their palm on a sensemaller entropy secrets do not require a long time to gen-
(such as an ECG reader) built into or attached to the Honezate. If we have an EKG/PPG peak every 300-500 ms, a
Health Controller. If an ECG reader is used then authenticaecret can be generated in less than a second. Another useful
tion between the Home Health Controller and the patient cdeature is that even if the SEV is compromised or available
also be performed [43, 10]. freely after the running of the key establishment protoit,
Singh et al. [39] has supplied an overview of key establisimew session key will remain secure and safe. Several other
ment within a BSN and have shown different methods to e®RRSA password protocols were also developed, but we will
tablish keys between sensors and components that obtain dwacentrate on the EKE password protocol.
same SEV : The EKE protocol is chosen because other variants of pass-
word protocols require exponents of size 1024 bits. The EKE
protocol is diagrammatically shown #rotocol 2 where the
« Use a RSA-based Diffie—Hellman password protocofome health controllelC’,, initiates the key establishment

where the password is the SEV. protocol with the implanted sensd;. A drawback of the

EKE protocol is that it cannot use ECC [39].

« Use a ECC-based Diffie—Hellman password protocol,

where the password is the SEV. Protocol 2 Diffie—Hellman—based EKE protocol
d Information: Generatgof G wherep — 1 = ¢r
Ch Sb

o Use a SEV as a one-time pad.

The ECC-based password protocols have major efficienahare
problems, which are shown in our implementation, explained
in Section VII. Hence in this section we concentrate on the

first two approaches. ra €r Ly Alta]

The simplest method is to use the SEV as a one—time pad. t4 = g"4 BN rB €ER Zp
Venkatasubramanian et al. [45] used a single message to Ke,s, =t
send a new key to the neighbouring sensor node, by using tg=g""
the SEV as a one-time pad, as showrPimtocol 1 The vy HEBllvallnsllke, s,

home health controllet}},, initiates the protocol by sending Kews, =ty ans]]

a message to the implanted sensfyr, The new session key B ECL sy Verify ng

is sent encrypted by th€EV, K¢, s, © V; whereK ¢, s, iS ) ((nallxe, s,
the newly created session key drids the SEV read by each ~ Verify na —

of the sensors. Venkatasubramanian et al. noted that find-

ing additional cryptographically sound physiologicalued The EKE protocol contains four messages. The home health
is still an open research problem. Another problem is tHat atontroller C}, sends the first message to the implanted sen-
the protocols developed with physiological values reqaire sor S, the message contains the location specifiedi lfthe

the sensor nodes to be able to measure the same phenolneation value is in the clear), and the first part of Diffie—
na. Only cryptographically strong physiological valuasits  Hellman,t 4, is encrypted by the weak kéyj . After the first

as IPI (Inter—Pulse Interval) and HRV (Heart Rate Variancejnessage is sent, the implanted senSowill calculate the

can be used. Also, modern wireless technology (ultra widesecond part of the Diffie—Hellman scheme and hence be able
band — UWB, radar [42]) may be used to remotely capture thte calculate the session k&y¢, s,. The implanted sensor
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Sy then sends the second part of the Diffie—Hellman scheme3. t4 = ¢"4 the ephemeral key is created for the Diffie—
encrypted by the weak kel to the home health controller Hellman operation.

Ch. The noncen is also sent, encrypted by the session key

K¢, s,- The last two messages authenticate kigtrand Sy, 4. m = taP the messagen is created, to decrypt the
as well as confirming that they have the sessionKey s, . message the other node can divite m/P. An ad-
The encryption of 4, t5, n4, andnp can be implemented versary will not be able to discover the value farun-
with an XOR, as originally described by Bellovin [5]. less they know;. Also, the adversary will not find any
Depending on which environmental value is measured, and invalid decrypted values, which removes the partition
how long the protocol will run, different SEVs may be used  attack problem.

for the request and response. However, if the SEV stays ¢
stant throughout the running of the protocol, then bith
andV; will be the same. The EKE protocol is designed fo
a constant password throughout the running of the protoc
so similar or same data for both andV; will not adversely
affect the protocol. . . .
The EKE protocol was originally designed to handle Smaﬁ\nothertechmqug is to use = V?, whereV; |sr|ntrerpretgd
entropy secrets, so that off-line and on-line dictionary afS an element df,, [21]. The shared secret 87472, This
tacks are infeasible for an adversary. Another useful featu'™ used by the SPEKE protocol.

is that even if the secrei&l or V5 are compromi_sed or avail- 1. P = V2. MapV; into an element OZZ of prime order
able freely after the running of thel key establishment proto g=(p—1)/2.

col, the session keK ¢, s, will remain secure and safe.

Both noncesu4 andnp are cryptographically strong ran- 2. Select a random exponent valug. [21] suggested
dom numbers, allowing the XOR function to be used for  that the size of 4 to be 160 bits, however, no security
encryption. If any nonce was not cryptographically strong  proof could be defined. [30] provided a security proof,

then eithem, © K¢, s, o np ® Kc, s, operation would al- however, the exponent needs to be of ordgr so that
low an adversary to significantly reduce the number of valid  ,, <, Z,. This causes the size of the exponent to be

K¢, s, values. A characteristic of the EKE protocol is that 1024 bits.

the nonces are never sent out in the clear, since the nonces

are used to encrypt the new kég, 5,. The EKE protocol 3. t4 = P". The ephemeral key is created for the Diffie—
has the requirement that the sensed data should not be sentin Hellman algorithm.

the clear or to an untrusted third party, while the protoed h

not completed. However, once the protocol is completed tH problem with the above constructs is that the size of the
sensed data that the protocol used can be made available. Messages will be over 1024 bits. In an energy constrained
The EKE protocol was proven to be secure [4]. However, orhd low ban_dW|dth environment, this is not ;wtable. Howev-
of the assumption was that the shared secret is only knov@k When using the [21] method of generating the exponent,
by the parties that wish to establish a key, and is never sdhis will limit the computational expense. To limit the mes-

out in the clear before or during the key establishment phasi#ge sizes caused by RSA, elliptic curve cryptography has
been proposed for sensor networks [46, 31].

) o ) Many RSA based password protocols can be generalised to
1) Performance Analysis of RSA and Elliptic Curves in BSNgse elliptic curves [29]. Using a straightforward convensi

Previous research in sensors suggested that RSA is not s@tRSA to elliptic curves on the EKE protocol, we can create
able, and elliptic curves should be used [26].In this sectioModified Protocol 1

we show that RSA can be used and is more efficient thw
an elliptic curve implementation. However, if the applica-
tion does contain an elliptic curve implementation andgherShared Information: Generatgof G wherey® = 2° +ax +
is not enough memory for an RSA implementation, we show

o_P-. .

his protocol does suffer from the extra computational€ost
|attributed to the larger exponents, and thus leading to much
(l)fflrger message sizes. In traditional networks, the dedign o
protocols err on the side of caution. Sensor networks can not
afford this luxury.

odified Protocol 1 EKE protocol with elliptic curve

suitable protocols that can be used with elliptic curves. A B

In traditional networks, password protocols can use differ

encryption algorithms, thus leading to several varianthef A €r Ly A

original EKE protocol. The variant protocols include the PP t4 = r4g & "B €R Lp
K protocol, PAK-R protocol [29], and the SPEKE protocol Kap =rpta
[21]. tp =rBY

Common sizes used by these protocols aris: 1024 bits,

K At [tellvyslnBllk 4 5
is 864 bits and; is 160 bits. The technique used by the PAK 48 = "4"5

protocol for its RSA based algorithm has the following steps

[[nA-,nB”KAB

Verify ng

([nallx,p

Verify n 4

1. P = H(A, B,V;)" calculation is performed to mdg
into the group. The hash of, B, andV; is taken to the
powerr. The Modified Protocol 1is similar to the EKE protocol, ex-

cept that instead of exponentiations, we propose the use of

2. r4 €r Zq arandom value is found in t&, field. elliptic curve point multiplications. However, encryptiof
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an elliptic curve point using a low randomness is not as sinHowever, when converting this into an elliptic curve—based

ple as encrypting an element @f. The problem is that an construct, we face the same problems as shown for the PAK

adversary guessirlg can attempt to decrypit 1))y, and ex- family of products. The SEV will need to be mapped onto an

amine whether the resulting plaintext is a valid point on thelliptic curve point, which is non—deterministic.

curve. A symmetric key algorithm matched to the elliptice have developed a technique to make the protocol

curve group is required. deterministic, where the elliptic curve poirts,y) =

To convert the above RSA implementation, tiewill need  (h1(V1, R1), ho(V1, Ry)). After this calculation, a valid el-

to be mapped to an elliptic curve point. A general proceduttic curve is found where this pointis valif = 23 4 ax +

for this can be found iMEEE P1363.2: Standard Specifica-b, where the value fot is predefined. However, this does

tions for Password—Based Public—Key Cryptographic Techequire extra encrypted information to be sent frdnto B,

niquesA simplified version of the procedure is shown below[[R:]]v,, [[b]]v; . In aresource constrained environment, extra
information sent by a sensor will require additional endaayy

1. Seti =1. be consumed by the sensor.

2. Computew = h(A, B, V1,1). C. Body Sensors and Home Sensors

3. Seta = w? 4 aw + b. The implanted body sensor can now obtain all the session
o keys via the Home Health Controller. Since the Home Health
4. If o = 0 then the pointigw, 0). Controller has a secure connection between the home sensors

and the implanted body sensor, it can be used as a trusted
third party. Singh et al. [38] surveyed and proposed trusted
third party protocols for multi-tiered sensor networks.

In our case we will use the Singh et al. trusted third party
protocol, as shown iProtocol 3[39], since it was shown

to have some advantages over other protocols for the sensor
environment.

5. Find the minimum square root af and call it3. Can
use the method found iEEE P1368Appendix A.2.5).

6. If no square root exists, set i + 1, and go to Step 2.

7. The elliptic curve pointigw, (3).

The above algorithm is non—deterministic for differént
values. If a square root is not found then the algorithm wil
loop back to the second step to compute a new valug.fan m=A,B,Kg
an environment where a sensor scavenges energy to perforddUTHa = [m]x .o, MASK 4 = [[AUT Hal| Kk 4
an operation, it is not suitable to have a non—deterministicAUT Hg = [m]k s, MASKp = [[AUT Hp||k
algorithm. M1 A—S: A B,Ny
Mapping a variable into a point on an elliptic curve allowsth M2 S — B: A/ Ny, AUTHp, MASKp ® Kg
conversion of many RSA password protocols to an elliptic M2 S — A: AUTH , MASKs & Kg
curve password protocol. M3 B—=A: [Nalk.s N

M4 A— B: [NB]KAB

Protocol 3Singh et al. Trusted Third Party Protocol

1. Mapping SEV into the field. When using RSA, the
SEV can be naturally mapped into the field. This could

either be a direct modulus, or a modulus of the hashn€re are only two messages that contain MeSK; the

of the SEV. However, mapping the SEV onto a poin{nessage\/lz—servers sending to nodé3, and the message

requires more work as shown by the following equal’/2” — serversS sending to nodel. Neither A nor B ever

ton P = f(A, B,Vi)r. The functionf is the non— send out theM ASK. A possible attack on our protocol is

deterministic method to map a number onto a point if°" an adversary to try and obtain thé ASK value by in-

an elliptic curve, as described above. The point is thef¢'rodatingS. If an adversary pretends to bf it does not

multiplied by, to place it into the correct group. matter what locations and nonce gets passet] tiecause
should produce a neW s, and therefore a new/ ASK and

2. Both the RSA and the ECC implementation require & NeWM ASK & K. _ .
random value in the field, to obtain an-, as shown AS shown in Equation (1), if two exclusive—ors produce the
byra €r Z,. same value, and the keys are different, thenith&.S K will
have to be different.
3. The ephemeral value for Diffie—Hellman is calculated, , ,
for ECC, thatig 4 = r4g. The RSA algorithm involves MASK © Ks = MASK" © Kg 1)

an exponent. If the M ASK is the same, as shown in Equation (2), then

no extra information abouk’s can be obtained, as long as
a strong MAC is used. It is assumed that the adversary does
not know the long term key 4 5.

4. Finally, the message is created. In the RSA cases
multiplied tot 4, whereas in the ECC case the follow-
ing equation is useth = t4 + P. The message: is
created, to decryptthe message the receiver can subtract (A, B, Ks]k . = [A B, Kbk, )

P, sincet, = m — P. An adversary will not be able

to discover the value fary unless they know;. Also, SinceB does not initiate the protocol, it has no input into the
the adversary will not find any invalid decrypted valuescreation ofAf AS K. So an adversary who pretended tofbe
which removes the partition attack problem. has less input in the value @f ASK than if they pretended
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to be A. The integrity of the key is also assured since key
modification requires simultaneous modification4i’' ' H
aswellasM ASK @ Ks.

The key K¢ can be used in the future to create or renew a
session key betweeA and B. However, that relies on the
assumption that the keli{s has not been compromised. S-
ince K¢ is never used as a session key or used to encrypt any
plaintext, the keyd{ 45 and Kpg should be compromised
beforeKs. The sensor nodes should regularly refréskg,

Kps and K g with the base station.

A variant of the above protocol was proven to be secure [6].
One of the assumption was that the long—termed key is not
compromised. In a complex system it is important to know
which components have high physical security and which de-
vices can be easily obtained by an adversary.

D. Mobile Phone

Establishing keys between the mobile phone and body and
home sensors is the last step. The mobile phone can have a
sensor attached via a USB connection or have it built-ins Thi
allows the mobile phone to establish a key with the implant-
ed sensor in the same way that the Home Health Controller
established a key with the implanted sensor.

After the key is established with the mobile phone, the im-
planted sensor can be used as a trusted third party to estab-
lish a key between the mobile phone and the Home Health
Controller. The mobile phone can then use the Home Health
Controller to establish keys between itself and all the home
Sensors.

VI. Modelling of the Home Health Care System
using GDM

As described previously, the protocols by themselves have
been proven to be secure. However, there has been no check
to validate that the protocols are secure within a complex
home health care system. The validation of the security pro-
tocol in our home health care system is performed by us-
ing GDM. The modelling was completed after several stages.
The initial stage placed the Venkatasubramanian et aloprot
col into a behavior tree.

From the properties of the key establishment we developed
the Requirement Behaviour Trees (RBTs). While developing
the RBTSs, we found that the previous definitions and prop-
erties of the protocols did not have a consistent method to
define the need for the sensor to sense the physiological d
The RBT is designed for, and has built—in syntax for, exterx

hl [I%T]
R1 Body .
—— <V>\
Bl Bl
)
Rl <Kc(:;;9 V) hl (Kc(:;; V)
| |
Rl >Kchib@ Vv LS| F— Ko, 6,77
| J
Rl [StoreSIb{ .5 hl [Des‘gl())y V]
)
LIS
R2 St

. ) . stem
nal events, so this requirement was easily added to our RB'ISSY

The feature for quickly adding external events makes RBTs
suitable for modelling and analysis of a sensor environment
There are three major components in the Behaviour Tree:
Ch; Body; S,. Two requirements were put into the behavior
tree, but space restrictions limited the display of the home
sensors in this paper. While we specified the first require-
ment we realized that there was a missing section which was
not specified in the original protocol, and that was to remove
the physiological valué” that was used to encrypt the new
session key. So we placed that at the end of the requiremen-
t R1. After the valueV is destroyed we then attached the
requirement?2 onto the behavior tree in Figure 2.

AU, MAp & Ks(

l

R2

Sh
[StoreKs]

268

aﬁ%ure. 2: Behaviour Tree Representation of the Health Care



The Venkatasubramanian et al. protocol properties require « On-line dictionary attacks are not feasible, and
that the physiological valu& needs to be cryptographically
strong, and the physiological validé that was used during
key establishment should never be sent to a third party. ~ The protocol is modelled into a behavior tree, as shown in
In this case we add another requirement as shown in Figigure 5. Also, the behavior tree (showing an intruder),
ure 3, that if the mobile phone obtains the physiological vakhown in Figure 3, is no longer a valid possibility. If any
ueV then it can calculate the new session key between th®mponent obtains the SEV they will not be able to calculate
implanted sensor and the Home Health Controller. We cahe key using the new protocol. There still exists an integra
also do the same for all of the other components within thgon point between the mobile phone requiremétitand the

« The key must have forward secrecy.

household. implanted sensor key establishment requirement, Réw
. Body *
3 Mobile Phone © R1 )
VA
R1 Ch R1 Sb
Mobile Phone Vi A
R3 l
[CalculateK ¢, s, ] =
R1 h
. ) [Generate 4] I
Figure. 3: Intruder Represented as a Behaviour Tree l
There is no integration point between the first behavior tree | p Ch I
and the second behavior tree. So the system is secure. We ([[tallvy)
then add a new requirement, as shown in Figure 4. In this
requirement we have the mobile phone having the ability to 5
read the physiological valué from the body. R1 it ]b] ( I
A V1
Bod |
R4 ody * R S,
VA [Generate ]
Body
i R1
R4 Mobile Phone ® (Va)
(V)
- . - : R1 Sb I R1 Ch I
Figure. 4: Mobile Phone Represented as a Behaviour Tree ([tBllvs, [nBlK,) Vo
After adding this requirement into our system, an integrati l
point does exist. In Figure 2 we placedaext to the be- Rl Ch,
havior that will be integrated with the same behavior found MtBllve, [nBlK,

in Figure 4. Then we can also have the requirement, shown
n F|gur.e 3, be integrated. We have den_oted that 'ntegrgt'(ll—qgure. 5: Updated Behaviour Tree of a Home Health Care
point with the symbol®. With the behavior tree, shown in System

Figure 3, integrated into our system, we have shown the sysy

tem to be insecure. By using behavior trees, we were quickly able to find all of

As our ?ystedm grows and new requirements ;‘lor tht? SYthe possible inputs and outputs that a sensor can obtain, ei-
tem are OUE ' pqst ?]gsumptmnshmay prove to. ave %Co'fﬂ%r through wireless communication or through their sens-
wrong, as shown in this case, _Be aviour tre_es IS a goo t%b devices. This also helps us to verify that each compo-
to ke_ep track of past assumptions, confirming that any NENent that we are developing has the needed features to run
requwemen_ts placed on the system does not cause the SYSI&Bur environment. When there are a large number of sen-
to become Insecure. sors, this requirement becomes difficult to track. SingH.et a
Our pegt stepistofind a protoco.l where there are notas ma 9] showed the following by first generating SAL code and
restrictions. The EK.E protocol is a good candidate and hgge, creating theorems. We have shown that instead of gen-
the following properties: erating SAL code, validation of the security protocols can b

« Sensor nodes only possess a secret of small entropy, accomplished while integrating the Behaviour Trees.

We have shown that protocol assumptions about an environ-
« Off-line dictionary attacks are not feasible, ment can be validated using GDM. A protocol assumption
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was defined as an RBT mimicing an intruder. If the intrude
RBT is able to be integrated with the final IBT there is a se
curity flaw with the system. One solution to the problem is td
remove the requirement that allowed the intruder RBT to b
attached to the final IBT. If that is not feasible, anotheusol
tion is specifying a different security protocol with diféant
protocol assumptions. We used the second solution to shd
that a security protocol can be used even if the initial decrg
becomes known to an intruder.

VII. Implementation and Performance Analy-
sis of Protocols

In this section, we describe the implementation of the cryp /e
tographic algorithms and some of the selected securitpprott A 4
cols discussed in this paper. We implemented and compared _ ) )
different cryptographic primitives that can be used in body Figure. 6: Reading from the Sensor using the Serial Port
sensor security protocols on a Crosshow mica2 MPR2600

mote.A number of comparisons were performed to check thgyns it took approximately one millisecond. In the ATEMU

viability of the protocols in a sensor environment. We inveSgimulator it took approximately 7000 instructions.
tigated the length of time it takes to perform different cryp

tographic operations, as well as the total time to run diffier _ o _ _
protocols. A comparison between results from implementdable 3 Comparison of Application Size: As Ratio to
tions executed on hardware and results from implementatié¥clusive-or

. . Algorithm Mica2 ATEMU
executed on simulators. We also check the memory sizes of RgS 753 756
the application using different cryptographic operations SKIPJACK 739 741
HMAC-MD5 | 18400 | 18500
- . . RSA 41600 | 41900
A. Timing and Instruction Size SORT 87800 | 88400
ECC 4820000 | 4920000

Before comparing the different cryptographic primitivasd

the benefits that one implementation has over another, w:

e
created skeleton code based on TinyOS 2.x.The skeletha found little difference between the simulation resutd a

code initializes the sensor node and after the sensor is irliri1e amount of time an operation takes when put on the mica2

tialized we obtained the time in milliseconds. The next stef!°t€- The mostnotable difference in results was for the ECC
is to execute a cryptographic primitive in a loop for 2000 it_algorlthm where there was a two percent difference. Both

erations, and then we obtain a new time. We subtracted tH time and number of instructions suggest that for the same
new time from the initial time to obtain the elapsed time ipiz€ key the RSA algorithm is significantly better than the

milliseconds to run our cryptographic primitive for 2000 at ECC algorithm.
tempts. The elapsed time was then sent via the serial connec- .
tion to a PC running a LinuR distribution where we have a B- Memory Size

Javé® application reading the TinyOS packet from the seriathe size of the application both with number of lines of code
portand report that data to the user. and the size in bytes is important when choosing an algorith-
The configuration we used is shown in Figure 6. One of thg,. Table 4 list the number of lines of code and the size in

sensors is attached to the computer with a USB cable. Thgtes of the application that we used to run our original time
computer registers the connection as a serial port. The codnd instruction measurements.

munication between the computer and the sensor is achieved
through the serial port.

The key establishment protocols use exclusive—or (XOR) Table 4 Memory size for different algorithms

Code | Size Stack RAM

with a random number to encrypt the new session key. We Algorithm Lines | (bytes) | (bytes) | (bytes)
compare this method with other methods of encrypting the XOR 80 5600 | 158 432
new session key for body sensor networks. We have im- RC5 506 | 6776 | 172 466
plemented RC5, SKIPJACK, HMAC-MD5, RSA, and ECC B e | ooy | 238 | 20 | o
cryptographic primitives on the mica2 MPR2600 motes us- RSA 1456 | 7062 | 213 624
ing TinyOS 2.x. When comparing ECC password protocol SQRT 3366 | 7662 | 230 748
with an RSA password protocol an important distinct primi- ECC 5038 | 14020 | 760 2066

tive within the ECC protocol is the square root function. We

have separated the times of the square root function with tide Code Lines indicates lines of code and thus the com-
ECC computation. plexity of the code for a developer to implement the applica-
Table 3 shows the ratio of the application size for each dfon. TheSize (bytesj)ndicates the size in bytes of the appli-
the algorithms compared to exclusive-or algorithm. Whenation. TheStack (bytesihdicates the maximium size of the
we ran the algorithm on the mica2 mote, over the 2000 iteratack for the application. THRAM (bytes)is the maximium
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amount of RAM the application will need. The figures are

obtained from the stack analysis tool found in tinyos. Table 5 Memory Overhead In Bytes On MICAZ Platform

The RC5 application took considerably more time to imple- Efé?,lmy i;S4A2 57(:2%
ment than the XOR application. We found an RC5 imple- RAM 177 | 859
mentation for TinyOS 1.x in the TinySEC library [23], how- -data 60 8

ever, it needed to be ported to TinyOS 2.x. We ported the 'E’;ft el :75112

code to the new platform.
The SKIPJACK application had similar problems as the RC5

application. Where there was an implementation for TinyOEKE protocol, it is not suitable when converting to elliptic
1.xin the T|nySEC |ib|’ary but there was not one for Tinyos:urves [7]The EKE (RSA) protoco| is Compared with a EC-
2.x. Once again, significant effort was put on porting the pased password protocol, called PPK [8].

code to the platform. We measured the total time taken for our RSA based protocol
For HMAC-MD5 application we could not find any pre-on the mica2 mote system, and only using 160 bit exponents.
vious implementations of HMAC-MDS5 in any version of The PPK password protocol that can use an ECC implemen-
TinyOS. In this case we obtained code from RFC1321andtion inherently require a key size of 160 bits since in RSA
RFC2104and ported the code to first the nesc language ap@de 1024 bit exponents needed [7]. When moving to the
then to the TinyOS application. This needed considerablycc protocols, more secure keys are required. We measured
more time to implement then either RC5 or SKIPJACK im+he total time taken of ECC implementation, including an im-
plementations. The code for RC5 and SKIPJACK werglementation of the square root function. There is a signifi-

ported from one TinyOS version to another. Whereas, theant extra overhead in a ECC implementation over the RSA
HMAC-MDS5 application needed to be rewritten into the nesgmplementation.

language.
The RSA application also had similar problems as the R- . . _
C5 and SKIPJACK implementations. We found code in the Table 6 Time measurements for different algorithms

Deluge System [16], however, the RSA code was based off Protocol | bytes | packets ?::Seecs)
TinyOS 1.x. Effort was required to port this _code to TinyOS YOR 0 T 1 15

2.x. We used a 160 bit exponent as required by the EKE EKE 45 4 102
protocoL PPK 69 6 4910

The SQRT application had the most difficulties since we im-

plemented it from pseudo—code rather than porting any cod&/e used the values provided by the TOSSIM simulator (a
We used Newton's Method [36] for finding square roots tgart of the TinyOS installation) to obtain an indication loét
implement the SQRT application. power consumption when sending a message. In our calcu-
The ECC application also had similar problems to the RSAations we do not take into account any collision avoidance
RC5 and SKIPJACK implementations. We ported an EC@mes. On the mica2 mote, the cost of sending an extra 20
library [26] developed for TinyOS 1.x to TinyOS 2.x. Thebytes is 28.1 microjoules. There is a substantial startsp co
ECC application used a 160 bit points, since password préer each message sent, and then there is an added cost for
tocols that could be converted to use ECC require strongevery bit that is sent.

keys [39].

The XOR application is the quickest by several orders of|||. Conclusions

magnitude compared to the other cryptographic primitives.

But the size of the application is smaller, and the number & home health care system and key initialization mechanism-
lines is less then the other applications. The XOR appbeati s are examined in detail. A description of each component
is the quickest, whereas the ECC application is the sloweshowed the complexity of the system. We showed how dif-
This verifies existing research into the differences in dpederent protocols can be used in each sub—section of théhhealt
for password protocols of RSA and ECC implementations inare system. We demonstrated how physiological data can
TinyOS simulators [39]. The HMAC-MDS5 application is thebe used to establish keys between body sensors and other
largest, however the application was a straight port from thcomponents, where the sensors have no other shared prior
RFCs, where the code was not intended for sensors. secret. GDM is used to effectively extract the requirements
We also examine the memory requirements of the applicaf the health care system. The requirements of the key estab-
tion, as shown in Table 5. The figures were obtained usinghment protocol were placed into a Requirement Behaviour
the tool avr-size. The combination.dfssand.datasegments Tree and the protocol assumptions were verified. The time
use SRAM, and the combination déxtand.datasegments elapsed, complexity of the code, and memory requirements
use ROM. Thetextcontains the machine instructions for theare analysed in detail on mica2 sensors. The password proto-
application. Thebsscontains uninitialized global or static cols that could be converted to use ECC have a larger compu-
variables, and thedatasection contains the initialized static tational overhead than the EKE protocol. This was confirmed
variables. by analyzing implementations of the protocols on sensors n-
odes. Due to the EKE protocol only requiring 160 bit ex-
ponents, the message sizes of the EKE protocol were com-
parable to the ECC-based password protocols. The impact
Even though exclusive—or and block cipher symmetric crypsn memory by adding elliptic curves to a sensor application
tography is suitable in an RSA environment when using theas analyzed, revealing that there is additional cost #soc

C. Protocol Times
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ed with an ECC solution over a RSA solution. Future work10] A.D.C Chan, M.M. Hamdy, A. Badre, and V. Badee.
includes creating behaviour trees for the entire healtle car
system, and analysis of the security properties for theeenti
system.
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