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Abstract:  Spanning tree protocol (STP) is a layer-2 network
protocol and offers link management with the assurance of
loop-free topology for bridged LAN. Despite of its wide ap-
plicability, some weak characteristics of STP have made it
prone to several attacks. An attacker, exploiting the STP
bridge protocol data units (BPDU) messages, can pretend to
be a new bridge or populate a false topology change notifica-
tion over the STP domain for mounting various types of at-
tacks. Distributed IDS is well-known technique used for STP
based attack detection. In this paper, a Connected Dominat-
ing Set (CDS) based scheme has been introduced to find out
a set of IDSs, sufficient to cover the whole STP network. Al-
though every bridge in the network is installed with a small
module of IDS, all IDSs are not active at a time. A CDS
out of all bridges in the network is computed dynamically
to identify the active set of IDSs such that every bridge is
directly connected to at least one IDS-activated bridge. An
IDS can detect all the exploits mounted to any bridge in its
1-hop neighborhood. Also IDSs communicate with each other
in a cooperative distributed environment to detect and veri-
fy any changes in the topology which is global with respect
to an IDS. The modification or re-computation of CDS set is
transparent and done on the fly with the verified changes in
underlying topology. The experimental results show that the
proposed scheme is able to detect all the STP based attacks.

Keywords: about six key words separated by commas.

1. Introduction

The recent advances in computer science has made its way
to practically every step of our lives that include different
industries, education, research, medical, banking, military
and many other fields. So the computer network to facil-
itate communication and sharing of resources globally is
a popular field of research for many years. Due to this
wide applicability of computer network, the security issues
have become a major concern. Communications over the
computer network is based on the underling network ar-
chitecture, designed as a stack of layers. If a service im-
plementation in a lower layer exploits some vulnerability,
all the layers above it get compromised too. Therefore the
lower layer needs greater attention in terms of security is-
sues. Layer-2 network infrastructure provides the connec-

tivity and switching functionality, through layer-2 switch
or bridge, in local area network (LAN). The data link layer
provides the means for communication between two hosts
in a LAN (1; 2). Physical addressing and address map-
ping are the major duties of data link layer. Traditionally,
the layer-2 protocols have been considered trusted because
physical access to the network is under control of a single
organization. However, new applications extend the range
of layer-2 networks beyond physical control of a single or-
ganization. As more and more broadband service providers
deploy their networks based on layer-2 infrastructure (3; 4),
the attacks like MAC flooding, VLAN attacks and Span-
ning Tee Protocol(STP) attacks, have become more feasi-
ble.

A. Background

Spanning Tree Protocol(STP) is a layer-2 protocol that
builds a logical spanning tree to avoid the formation of
loops in layer-2 network. STP dynamically discovers a
subset of topology that is loop-free, while simultaneously
offering full layer-2 connectivity for all hosts in the net-
work. Additionally it provides fault-tolerance by automatic
reconfiguration of spanning tree topology in case of link
or bridge failure in the network (3; 4). Every bridge, par-
ticipating in the STP topology, is identified by bridge ID
(BID, a unique number consisting 16 bit priority and 48
bit MAC address of a bridge). Bridges exchange special
Bridge Protocol Data Units(BPDU) messages with each
other that allow them to collaboratively compute a span-
ning tree by running the distributed spanning tree algorith-
m(STA) as follows.

1) Working of STP

o A bridge with the minimum ID is selected as the root.

o All other bridges calculate the shortest paths to the
root.

o For each bridge, the root port (a port of a bridge
through which, the bridge has shortest path to the root
bridge) is selected. In a tie condition a port with s-
mallest ID is selected as root port.
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o For each LAN segment, the designated bridge (the
closest bridge from the LAN segment to the root
bridge) is selected. In a tie condition, the bridge with
the smallest ID is the designated bridge. The desig-
nated bridge for a LAN segment is unique and will
forwards frames from that LAN segment toward the
root bridge. The port that connects this LAN segment
to the designated bridge is called the designated port
of a bridge.

e The root port and designated port are put into the for-
warding state.

« All other ports are blocked.

Root

32768::00:04:96:35:a7:16

TCN BPDU Conf BPDU

Conf BPDU

TCNBPDU  oeoeen >
Blocked Port

Figure. 2: Spanning Tree

Fig. 1 describes the flow of BPDU messages for the giv-
en STP network and Fig. 2 is the corresponding spanning
tree, where DP, RP and BP denote DesignatedPort,
RootPort and BlockedPort respectively. Each configu-
ration BPDU message, CONF_BPDU, consists of mainly
three fields: root ID, root path cost and bridge ID. Initial-
ly every bridge assumes itself to be the believed root in
the topology and generates CONF_BPDU on each of it-
s port, in every Hello_Time. A CONF_BPDU that carries
root configuration sets both RootID and BridgelD to its ID
and the message age to 0. Fig. 3 gives the BPDU frame
format. Whenever a bridge receives a CONF_BPDU from
its neighbor having the superior RootID than its believed
root, (BPDU.RootID < believeRootI D), the database is
updated. The bridge starts forwarding the superior BPDU
adding the cost associated with the received port in the root
path cost field and increasing the message age. In the event
of topology change (such as a link going down or coming
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up), a bridge that experiences the topology change, gen-
erates Topology Change Notification BPDU (TCN_BPDU),
and forwards to the root bridge in order to notify the root
about the change. The root will then notify the topolo-
gy change event to all other bridges in the network, by
setting the Topology Change flag (T'C'_flag) in the sub-
sequent CONF_BPDU messages. The set TC_flag in the
CONF _BPDU, indicates all the bridges to age out their for-
warding tables and if necessary compute the spanning tree
algorithm. In a stable STP topology, only the root bridge
generates the CONF_BPDU in each Hello_Time. All other
bridges that receive the CONF_BPDU in the root port, for-
ward it to the designated port. The bridge ports during the
STP configuration go through a number of states (blocking,
listening, and learning), before going to the forwarding s-
tate. STP operation is the port state transition operation,
to avoid the loop formation by transiting some port of a
bridge into the blocking state. The state transition of a port
from one state to other, during the configuration, is depen-
dent on the STP wide timers. The timers specified by the
current root in CONF_BPDUSs, are shown in Table 1. Ad-
ditionally, each CONF_BPDU contains another time related
parameter, Message Age, which is basically the hop-count
since the root initially originated the BPDU. The root sends
the BPDUs with a Message Age value 0, to which all sub-
sequent switches add /. In stable state, all bridges keep
the current configuration for a period of Max Age timer.
With every received superior CONF_BPDU, the bridge
updates the stored configuration. If within Max Age time,
no CONF_BPDU is received, then bridge decides that
either the Root Bridge is down or the link to the root is
broken. So, the information is aged out for that port and
STA is restarted; otherwise the Max Age timer is reset. The
STP timers basics and the rules to tune the timers are given
in (5).

Root
Protocol | version | Message Root Path Bridge Port
1D

Flags Message | Max Age | Hello Forward
D Type 2 D Cos | 1D

Age Time Delay

Figure. 3: STP BPDU Frame Format

Table I: STP Wide Timers

Timer Description Default(sec)
Hello Time CONF_BPDU time interval 2
Forward Delay | Listening & Learning time duration | 15
Max Age Max waiting time for fresh BPDU 20

2) Attacks on STP

In spite of the broad applicability of STP, some of the prop-
erties like lack of authentication in the BPDU messages,
stateless nature of STP, slow convergence, timer-dependent
port transition of STP etc, made it vulnerable to various
attacks (6; 7; 8; 9). An attacker who is intimately famil-
iar with STPs inner workings can impersonate himself as a
bridge and can claim an active role in STP topology, with
a partially stateful implementation of STP. The attacker ex-
ploits lack of BPDU authentication and STA characteristics
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to select root bridge with the smallest ID. Attacker connect-
ed to an active topology, generates well-formed configura-
tion BPDUs per hello time, with bridge ID lower than the
current root ID in active topology. This will force STA re-
calculation and the attacker bridge will be elected as the
root bridge in new active topology with ability to perform
all unauthorized activities (10). Moreover once the attack-
er becomes root, can further accomplish different attacks
like snoop traffic attack, refuse to respond to TCN_BPDU,
generate CONF_BPDU with TC flag set, timer changing
attacks, MiTM Attack, priority changing attack etc. An-
other set of attacks are possible that compromise network
resources. The attacker exploits the limitation of bridge
processing power and limited buffer size by generating t-
housands of unwanted BPDUs per second, creating a DoS
condition on the computational power of bridges. There
are several versions of this attack, like flood of configura-
tion BPDUs, flood of TCN BPDUs, flood of superior con-
figuration BPDUs etc. Re-designing the existing protocol
or mitigating with patches will not be an optimum solution
to this problem; because it might affect the standards that
are being followed by every network across the Internet.
However, a system can be designed that offers continuous
monitoring of the network activities and raises alarm if any
malicious activity encounters.

B. Related Work

BPDU Guard, Root guard (10; 11), known as CISCO So-
lutions, successfully avoid the STP related attacks. A BP-
DU guard enabled port does not receive any BPDU, hence
guards against any STP based attack. Although these tech-
niques might be effective, but certainly oppose the design
spirit of STP and clearly restrict the STP network. The
dynamic feature or flexibility in /ayer-2 network is lost.
Moreover, these features impose administrative burdens and
complicate the administrative stuffs, because these features
must be manually enabled on a port and must need a prop-
er understanding of STP. An improper configuration may
leave loops in the network.

Yeung et al. have proposed a partition based switched
network (12), using the special switches, for the modified
STP protocol. The problem is addressed by partitioning
a STP network into two tier of switching networks, the
network infrastructure NI and non-network infrastructure
NNI. The partitioning hides the STP operation of the
N1 from the switching network NN, that connects end
computers, and successfully stops all STP attacks launched
from the NNI. The switches that connect two networks
NI and NNI, are running two kinds of STP, the normal
STP and the modified STP. The special switches provide
mapping between these two kind of STP networks. Al-
though the technique successfully stops the STP related at-
tacks launched from the NNI and do not oppose the de-
sign spirit of STP (the new switch can be added freely in
both NI and NNI). However, the implementation of this
technique requires specially designed switches, running the
modified STP. Moreover, the technique forces the adapta-
tion of new STP protocol.

Davis et al. proposed a mechanism for the authentica-
tion of bridge protocol data units (BPDUs) (13), by adding
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three fields: a 4-byte nonce, I-byte key index, and 20-byte
SHA — 1 digest. This proposal modifies the STP BPDU,
which is clearly against the design spirit of layer-2 network.
Moreover, the signing time of a BPDU, is time consuming
(15-47 sec) that can cause serious impact on the normal
STP operation and the convergence time of STP topology.
Intrusion Detection Systems (IDS) is a well-known tool for
anomaly or exploit detection based on a set of specified
rules (14; 15). IDS is software module that automates
the intrusion detection process and detects possible intru-
sions by monitoring network traffic in promiscuous mode.
Distributed IDS (DIDS) consists of multiple IDSs over a
large network, all of which communicate with each other,
or with a central server that facilitates advanced network
monitoring, incident analysis, and instant attack on data or
resources. By having these co-operative agents distributed
across a network, incident analysts and security personnels
are able to get a broader view of the occurrences in their
network as a whole. Jieke et al. have proposed a spec-
ification based 1DS (16) to model the STP specification
as a state machine for detecting the unexpected behaviors
of neighbors. Each network element (N E) in the network
is extended to keep track of its neighbor’s specification and
detect an attack if the expected specification does not meet.
This scheme is not efficient due to high overhead as ev-
ery NE runs an individual detection system in addition to
keeping the whole state information of all other NV E’s in its
neighborhood. Here the assumption is only the N FEs can
be malicious. The detection scheme does not account the
case where an attacker impersonates a newly added NE
claiming the root role. Also no coordination exists among
N FEs such that an exploit, not direct to any of the NEs,
can be detected through joint verification. Furthermore, the
scheme is not adaptive to changes in topology as the topol-
ogy change information is neither updated in local database
nor exchanged among all N Es to be reflected globally.

The concept of distributed IDS for STP related attack de-
tection with offline IDS set selection scheme has been re-
ported in (17). In this paper, an extension of that work
based on the concept of CDS, with additional IDS set
maintenance properties has been reported. In this work
an effective scheme has been proposed to compute a set
of bridges sufficient to cover the whole STP network. Al-
I such bridges form a connected dominating set(CDS) so
that every bridge in the network is directly connected to at
least one bridge that belongs to the CDS. The IDS mod-
ules are activated for only those bridges that are includ-
ed in the CDS. So each active IDS is able to monitor its
host bridge as well as all the bridges in 1-hop neighbor-
hood. Additionally the connectivity among all active IDSs
ensures that they can communicate with each other through
distributed message-passing environment such that any ex-
ploit global with respect to an active IDS can also be de-
tected through cooperative detections. The sufficient num-
ber of active IDSs to cover the whole network can be found
by computing a minimum CDS. Additionally if a link goes
down or comes up, the changes in topology is reflected to
the set of active IDSs as the CDS is modified through local
adjustment or re-computed on the fly as per the necessity.
The term switch and bridge, are used with identical mean-
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ing in this paper.

II. Topology Adaptive Distributed IDS Set
Computation

STP is prone to various attacks due to unavailability of se-
curity features in STA as well as in STP BPDU packets.
This makes STP based attack detection difficult as by ex-
ploiting the available bridge ID, an attacker might imper-
sonate himself as a new bridge in the STP topology. The
proposed approach is intended to detect this new bridge ID
(boot up of a new network device). In order to detect a
new booted bridge, the IDSs must need to have the infor-
mation of all existing network devices (bridges IDs). More-
over, as the STP is adaptive and self-learning protocol, the
IDSs must need to be adaptive and self-learning to synchro-
nize with the STP. The simple approach for the detection
of root take-over attack is to install an IDS in the STP net-
work that will examine the incoming BPDU and generate
the alert, each time the root change incidence occurs. Al-
though this approach results in the root change alert but
unable to differentiate between the genuine root and the at-
tacker as the root. One option could be maintenance of a
list of all participating bridges in the STP network in ID-
S by the administrator. The IDS generates the alarm if a
bridge, not belonging to this list, becomes the root in the
topology. This option is not efficient due to high cost of
manual list maintenance effort. Another option could be
installing IDSs to all the bridges in the network. This is a-
gain not feasible for a large network due to scalability and
cumulative operational costs of large number of IDSs.

To limit the number of IDSs and still able to detect attacks
effectively, a set of IDSs can be installed in the network
such that all the bridges in the network are covered. That
means, each IDS is able to receive the direct BPDUs gen-
erated by all bridges that are 1-hop neighbors of the host
bridge for that IDS. The complete covering of STP network
ensures that at least one IDS in the STP network will di-
rectly receive the BPDUs generated by the root (the root
ID is same as sender ID and message age is zero) and will
be able to identify any changes in the network. If there is
no IDS in the network that is receiving the direct BPDU
from the root, will be considered and detected as the root
take-over activity. The cover of the STP network can be
found by mapping the problem to one that searches for a
dominating set for a specified graph. For a graph G(V, E),
where V' be the set of all vertices and £ be the set of
edges, a dominating set D, is defined as the set of vertices
D C V such that for every vertex w € {V \ D}, there
exists at least one vertex u € D such that (u,w) € E.
Connected Dominating Set (CDS) (18; 19; 20; 21) comes
up with additional constraint that the vertices in D forms
a spanning tree. This means any node in D can reach any
other node in D by a path that stays entirely within D. A
minimum CDS ensures that the minimum number of con-
nected vertices required to cover the whole graph is defined
by the cardinality of the set. To find a MCDS is known to
be NP-hard problem. Although there exist a few approx-
imation algorithms or greedy heuristics that can compute
a dominating set (22; 23; 21) for a given graph, none of
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them can assure the optimal result for the set-cardinality to
be minimum. Let G(V, E) denotes a STP topology where
V be the set of bridges and E be the set of LAN segments
that connect those bridges. A set of bridges that form a
CDS cover for the graph G can be computed off-line by
installing one IDS to every bridge that belongs to the cov-
er. The connectivity among the bridges within the cover set
ensures the efficient and trusted exchange of information a-
mong them. If a link goes down or comes up, or for any
changes in the topology, a new cover has to be computed
with additional cost for installation of a new cover set as
well as halt in underlying application. This extra cost can
be avoided if the cover is computed dynamically as per the
requirement without affecting the running application. The
proposed scheme is described in three parts, (a) initializa-
tion of IDSs through CDS computation which is similar to
the method proposed by Wu et al.(18); (b) detection of at-
tacks (either direct or cooperative); and (c) maintenance of
CDS cover adapting to the topology changes; in the fol-
lowing subsections.

A. Initialization of IDSs through CDS Computation

The proposed scheme assumes that every bridge in the net-
work is installed with one IDS module, but all are not in
operational state. Only the IDSs of the bridges that be-
long to the CDS cover D, are in operational mode. This
reduces the overhead of the running cost of all the IDSs
as well as suffices the condition of placing enough num-
ber of IDSs to detect an attack. During the initialization of
the systems in the STP domain, each bridge v exchanges
its open neighbor set information N (u), that contains the
bridge ID (BID) of all its 1-hop neighbors, with all it-
s neighbors. Thus each bridge maintains two-hop neigh-
borhood information which is necessary for calculating a
CDS. Algorithm 1 gives the steps for computing a CDS
cover (18). All the bridges marked as T at the end form a
CDS cover and corresponding IDSs are activated. Pruning
rules are applied, as per the requirement to minimize the
cardinality of the CDS set.

Algorithm 1 IDS Initialization by Construction of CDS,
where v is a bridge

1. Initially mark every bridge v € V as F'
2. if 3z,y € N(v)|(z,y) ¢ E then

3. Mark v as T Vv

4. end if

5. Set status < Active Yv marked as T

Pruning Rules

1. For any two bridges v and v, if N[v] C N[u] and
ID(v) < ID(u), then change the marking of v to F.
Note that N[v] = N(v) U {v}.

2. Let u,w € N(v), such that u,v,w all are marked
T. If Nv) € N(u) U N(w) and ID(v) =
min{ID(u),ID(v),ID(w)}; then mark v to F.

A sample STP topology with 9 bridges has been shown in
Fig. 4. STP computes a spanning tree with BID [ being
the root. The computed CDS cover contains three bridges
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Figure. 4: STP Topology of 9 bridges. CDS_Cover =
{3,5,6}

with ID 3, 5 and 6. The IDS of these bridges belong to CD-
S cover are activated. From the analysis of Wu ef al.(18),
it can be observed that the algorithm calculates a CDS in
O(A?) time where A is the maximum degree of a bridge
in the graph. Also the message complexity is constant. Al-
though this algorithm does not assure to give the smallest
CDS, the cardinality of produced CDS is proved to be s-
mall. The following Lemmas show that the installation of
IDSs through the formation of CDS will cover the whole
network of STP domain. Although the proofs are not triv-
ial, can be computed with little effort.

Lemma I1.1. Let the CDS of bridges be denoted by U and
for the STP graph G(V, E), the set of all bridges be V.
Also let the set of IDSs 1, corresponds to the bridges in U
and another set of IDSs I; corresponds to the bridges in
{V\U}. Then I,UI; =V and I,NI; = ¢ at any instance
of time.

Lemma I1.2. For every bridge v € V,3w € U, such that
w € N(v).

B. Detection of various Attacks on STP through DIDS

The set of active IDSs that form a CDS cover, divides the
whole STP domain into several overlapping logical zones,
each covered by one IDS; called DSy cq corresponding
to its local zone. Every bridge that are part of the CDS
cover and running an active IDS is called host bridge. Re-
maining bridges are called peer bridges. As every bridge
(either host or a 1-hop neighbors of the host bridge), in
the STP network is covered by at least one active IDS
(IDSr0ca1); at least one IDS receives CONF_BPDUs di-
rectly from the root. If a bridge is covered by more than
one IDSs, then the list of 1D Sy .q; is stored in IDS_List.
The administrator sets the max priority (default is 32768)
for a bridge and the maximum number of bridges (maxN-
ODE, default is 7), in the STP network. Each IDS con-
tinuously listens to the incoming BPDUs and learns the
current STP configuration, like RootID, SenderID (Bridge
ID), believeRootDistance (Message Age) and STP timers
(hello, forward delay and max age), for I DS _init_timer
period in a stable STP topology. It is assumed that no at-
tack would occur during IDS initialization period. After the
expiry of DS _init_timer, based on the learned STP con-
figuration an IDS calculates various thresholds and timer-
s. It also then creates an entry in its LOCAL table with
BID, if the believeRootID is same as SenderID and
belive Root Distance is zero where the entry is not already
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Table 2: Timer Value Initialization

Timer Value

IDS init_timer

TC_BPDU _count_timer
CONF_BPDU _count_timer
TCN_BPDU _count_timer 1 sec

Th.-CONF_BPDU marxNODE x maxNODE
Th.TCN_BPDU 100

Th_HelloTime 3 sec

Root_election_timer 60 to 100 sec

5 to 10 sec
3 X (MazAge + ForwardDelay)
hello_time + 1

recorded. The BID(P : M AC) is a combination of prior-
ity P and bridge MAC address M AC. Additionally every
active IDS also maintains neighborhood information N (v),
where v is the host for that IDS, as received from the cor-
responding bridge v during the initialization period. It is
assumed safely that every IDS has a secret shared key to
enable encrypted and authenticated message transmission-
s among IDSs. Timers specifications are given in Table 2
and Algorithm 2 and Algorithm 3 are the main modules of
attack detection.

Algorithm 2 Detection Module
1. if status = Active then
2. Listen to each incoming packet P and read the
packet header

3. if P.type = BPDU then

4. Call BPDU _Handler()
5. end if

6. if P.type = root_verify then
7. Call Verifier()

8. end if

9. if alert = True then

10. Raise Alarm

11. end if

12. end if

Now an attacker, connected to the STP domain, can send
superior BPDUs claiming the root role to mount a root-
take-over attack. The detection is possible under three dif-
ferent scenarios depending on the position of the attacker
connected to the STP domain.

Scenario 1 (The attacker is connected to a host) : On
receiving a superior CONF_BPDU from an attacker, the
BID(attacker) exists in LOCAL database but not in
N(v), where v is the host. The IDSpcq sets alert for
new_root on the expiry of Root_election_timer as per Al-
gorithm 4, Algorithm 5. It then informs other IDSs through
root_verify message and sends a TCN_BPDU to the newly
elected root as a probe. If the attacker is not able to re-
ply to that probe within T'C'N _probe_timer period, it is
confirmed as root-take-over attack according to Algorithm
5. In Fig. 5@1), IDS1 is the I DS} cq; for the bridges with
id 7, 2 and 3. IDS1 receives the superior BPDU sent by
the attacker connected to bridge 2 and finds that although
x € LOCAL(IDS1), but x ¢ N(2). So it is reported as
root take-over attack detected by direct detection technique.
Scenario 2 (The attacker is connected to a peer) : On
receiving a superior CONF_BPDU from an attacker, the
BID(attacker) exists neither in LOC AL database nor in
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Algorithm 3 BPDU_Handler

1. if BPDU.type = 0 then
2. conf_BPDU « True

3 if (BPDU.flag).topology_-change_bit = 1 then

4. TC_flag < True

5. if rootI D # currentRoot then

6 Update believeRootID, senderID, be-
lieveRootDistance

7. Call Root_Change_Handler ( believe-
RootID, senderID, believeRootDistance)

8. else

9. TC_BPDU <+ True

10. Start TC_BPDU _count_timer

11. if TC_BPDU count_timer expires
then

12. if TC_BPDU = True then

13. alert < True; status <

TC_BPDU _flooding

14. TC_BPDU < False

15. end if

16. end if

17. end if

18. end if

19. else

20. if BPDU.type = 1 then

21. ten_.BPDU <+ True; TC_flag < False

22. Start TCN_BPDU _count_timer

23. tenBPDU _count + +

24. if TCN_BPDU _count_timer expires then

25. if tenBPDU _count >
Th.TCN_BPDU then

26. alert <+ True;, status <

tenBPDU _flooding

27. tenBPDU _count <+ 0

28. end if

29. end if

30. else

31. alert = True; status —

mal formed BPDU
32. end if
33. end if

Chakraborty et al.

(i) (ii)

Figure. 5: Root take-over attack: (i) Direct detection by
IDS1, (ii) Cooperative detection by both IDS1 and IDS2

N(v), where v is the host. The IDSrocqr sets alert for
new_root on the expiry of Root_election_timer as per Al-
gorithm 4, Algorithm 5 and Algorithm 6. After the ex-
piry of Root_verify_timer, if no root_verify message is
received from any other IDSs verifying the root change,
it is confirmed as root-take-over attack according to Algo-
rithm 4 and Algorithm 6. In Fig. 5(ii), the attacker with
id x, generates superior BPDU as connected to the bridge
3. Now as IDSI receives superior BPDU and finds that
x ¢ N(2); it contacts IDS2 through a root_verify multi-
cast message. IDS2 does not reply as it is not verified lo-
cally. So after the expiry of Root_verify_timer the coop-
erative detection mechanism of all the IDSs conclude and
raise an alarm for the root-take-over attack.

Scenario 3 (An existing bridge (either host or peer) is
compromised) : In this case, an existing bridge, either
host or peer, itself is compromised. It generates superi-
or CONF_BPDUs which are verified by the 1DS,cq; as
the BID(attacker) remains in both N(v) and LOCAL,
where v is the host bridge for IDSp,.q of attacker. An
alarm would be raised only if the attacker does not have
the stateful implementation of STP and thus fails to reply
to TCN_BPDU sent as a probe by the I DS cqi-

The proposed scheme can detect an exploit either local to
a bridge or through the cooperative detection schemes of
all the IDSs in the STP network. Depending on the speci-
fication of several timers, a set of attacks that exploit STP
timers can also be detected and avoided in the proposed
scheme.

C. Maintenance of the CDS Cover

To adapt to the self-learning nature of STP, the proposed
scheme is able to handle the changes in underlying topol-
ogy. As every bridge in the STP domain is covered by
at least one IDS, any changes in topology, either in terms
of bridge or link, is experienced by an IDS. Therefore, it
then sends the TCN_BPDU towards the root which the root
acknowledges in subsequent BPDUs. An alarm is raised
by the concerned IDS whenever a new root is boot up in
the network. Sometimes a false alarm can be raised by
an IDS depending on the STP topology as per the spec-
ified rules. So with the conformation of administrator a
genuine change in topology can be distinguished from the
real attack. For a genuine change in topology the CDS
cover becomes wrong as some of the bridges might be-
come uncovered or some IDSs remain activated unneces-
sarily. Naturally a dynamic maintenance of the CDS cover
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Algorithm 4 Root_Change_Handler

1. if believeRootl D < currentRootI D then
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Algorithm 6 Verifier(currentRootID, msg_verified _flag,
new_root)
1. if msg_verified_flag = True then

2. Start Root_election_timer 2 v erified-flag < True
3. if Root_election_timer expires then 3 ?nd if
4. superior BPDU _count < 0 4. if newJ'"O(’)t = True then
5. current RootI D < believe RootI D > verified-flag < False;new-root_flag «
6. if currentRootID € LOCAL then .True
7. Call Direct_Detection_M odule(currentRootﬁ‘)?nd if
8. else
1(9): isfta];toi(jgiij‘gj?iz:lgpires then would be necessary to provide constgnt security effectively.
" it verified flag — False A Also th'e modification or r.e—computatlon of cover set.on .the
new root_flag — True then fly avoids the extra cost incurred due to manual activation
. alert « True: status of a new set of IDSs and halt in running application. The
root_take over proposed scheme tries to modify the cover set, by activat-
. end if ing some IDSs and inactivating some others, through local
" end if adjustment, once the topology change has been accepted by
s, end if the administrator. When an IDS transits from active state
" end if to inactive state, it waits enough time (until the expiry of
- superior BPDU count + + I DSireset,timer) bef(?re C.losing all operatipns so that no
" if superiorBPDU count > mazNODE then data is lost or get stale in this process. Algorithms for cov-
. alert - True: status L er maintenance is given in the following subsections under
superior BPDU _flooding different topology change conditions.
20. end if
21. if BPDU.priority < maxPriority then 1) A new bridge comes up
22. alert < True; status « invalid_priority [ et 3 new bridge with ID Z is connected to the STP topol-
23. end if ogy. Whether Z will be added to the existing cover or not
24. if believeRRoot] D = senderID then depends on the following conditions.
25 if believeRoot Distance = 0 then Case 1 (Z is added to a host bridge) : As per Fig. 6,
26. q .?dd entry to LOCAL for senderlD Z will be directly covered by the DS} ocqi; SO remains a
27. end i cer.
28. if believe Root Distance > 0 then 1éase 2 (Z is added to a peer bridge) : As per Fig. 7, Z
29. alert <« True;  status < i)l not be directly covered by the 1D Sy ,.q;; so the bridge
.malf ormedBPDU to which Z is connected, becomes a host. Algorithm 7 de-
30. .end if fines the actions performed when a new bridge is connected
2 q .efnd if to the network.
. end i

Algorithm 5 Direct_Detection_Module

1. if currentRootID € N(u) then

2. verified_flag < True

3. else

4, new_root_flag < True

5. alert < True; status < new_root

6. Start TC' N _probe_timer

7. if TC' N _probe_timer expires then

8. alert < true; status < root_take_over

9. end if

10. Send TCN_BPDU

11. if currentRootID € N(u) then

12. alert < true; status < priority_change

13. end if

14. Send root_verify(currentRootID, verified_flag,
new_root_flag) to all other IDSs

15. end if

Algorithm 7 New Bridge Z Added to a Bridge u
1. Z broadcasts Hello(Z)

2. Yo € N(Z),N(v) + N(v)U{Z}

3. Yv € N(Z) broadcasts Hello(N(v))

4. if u = host then

5. Mark Z as F

6. end if

7. if u = peer then

8. mark u as T

9. Cover < Cover U {u} where u is marked T
10. status < Active Yu € Cover

11. end if

2) A bridge Z, connected to u, goes down

Let an existing bridge with ID Z and connected to another
bridge u, goes down in the STP topology. Now whether u
is a host or peer decides the modification of cover set as
stated in Algorithm 8.

Case I (u is a host bridge) : Bridge u will re-compute its
status. If their exist two bridges in its neighborhood such
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Figure. 6: Bridge Z is added to a host 5

Figure. 8: Bridge 7 goes down, no change in host
bridge 5

Algorithm 8 A Bridge Z, Connected to the Bridge u, Goes
Down

1. N(u) < N(u)\ {Z}

2. if u = host then

3. if Vi,j € N(u); (4,j) € E then

4. Counter + |N(u)]

5. Send downAlert to all w € N(u) /*0On receiving
downAlert every bridge sends downAlertACK(IDS_List)*/

6 end if

7. end if

8. if u = peer then

9 if 34, |(4,j) ¢ E then

10. mark u as T

11. Apply Line 3 and Line 4 of Algorithm 1 to
prune

12. Cover + Cover U{u} where u is marked T

13. status < Active Yu € Cover

14. end if

15. end if

Algorithm 9 On receiving downAlertACK(IDS_List) from
a bridge v by u

1. Counter < Counter — 1

2. if Counter = 0 then

3. if |IDS_List| > 2 Yw € N(u) then

4. Start 1 DS _reset_timer

5. if IDS reset_timer expires then
6. Mark u as F

7. status < Inactive

8. Cover + Cover \ {u}

9. end if

10. end if

11. end if
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Figure. 9: Bridge 6 goes down, peer bridge § becomes
host

that they are not connected, u remains the host; otherwise
becomes a peer. While going to Active to Inactive state,
the IDS on u confirms that all its neighbors are covered
through a pair of downAlert and downAlertACK message
as per Algorithm 8 and Algorithm 9. In Fig. 8, the bridge
5 remains the host after bridge 7 goes down as bridge 2
and bridge 3 are not pair-wise connected.

Case 2 (u is a peer bridge) : Bridge u will become a
host depending on the condition stated in Algorithm 1. In
Fig. 9, the bridge 8 becomes the host and activates its IDS
to provide the complete coverage to STP network.

3) A new link (u, v) comes up

Let a new link (u,v) comes up which is experienced by
the bridge w. Then w updates all its neighbors. Any host
belongs to both N(u) and N(v) recomputes its status. Ir-
respective of the status of v, if w is the only neighbor of v
and v is a new bridge then u becomes host. Algorithm 10
gives the formal steps. According to Fig. 10, bridge § ex-
periences a new link (8, 5). Bridge 6, belongs to neighbor-
hood of both 8 and 5, re-computes its status and becomes
a peer as per Fig. 11.

Algorithm 10 A New Link (u,v) Comes Up and u expe-
riences that
1. u broadcasts Hello(u)
2. if Jz|u,v € N(x) Az = host then
3. x Sends downAlert to all w € N(x) /*On receiving
downAlert every bridge sends downAlertACK(IDS_List)*/
4. end if

4) An existing link (u, v) goes down

Let an existing link (u, v) goes down which is experienced
by the bridge u. Then u updates all its neighbors. Any
bridge w, belongs to N(u), recomputes its status as per
the rules of Algorithm 1. According to Fig. 12, the bridge
2 experiences a broken link (2,3). Bridge I, belongs to
neighborhood of 2, re-computes its status and becomes a
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Figure. 10: A new link (8, 5) comes up

Figure. 12: Link (2,3) goes down, bridge / becomes
host

host as bridge 2 and bridge 3 are not connected. Same
with thecase when the bridge 8 experiences a broken link
(8,5) in Fig. 12 and as a result bridge 6 becomes a host
as per Fig. 13. Algorithm 11 describes this case.

Algorithm 11 An Existing Link (u,v) Goes Down and u
experiences that
1. u broadcasts Hello(u)
2. if Jw|w € N(u) then
3. w Sends downAlert to all x € N(J?) /*On  receiving
downAlert every bridge sends downAlertACK(IDS_List)*/
4. end if

Therefore, whether a link goes down or new link comes up,
or a new bridge added or deleted from the STP network,
the change of topology does not affect the CDS cover set.
With the help of alarms raised by IDSs and the adminis-
trator intervention IDSs can detect an attack. The bridges
perform certain local adjustments depending on its present
status to continuously provide a cover to the STP domain.
It can be proved theoretically that at any instance of time,
despite of topology changes, the proposed scheme enables
enough IDSs in the network such that all possible attacks
on STP can be detected. However, due to increase in space,
the detail proofs are not included in this paper.

III. Experimental Result

Different STP attacks and their corresponding proposed de-
tection techniques are implemented and tested using C lan-
guage. The proposed scheme covers the STP network by
activating sufficient number of IDSs. Clearly if STP net-
work is properly covered, the elected root in the topology
must belong to the covered network.

A. Testbed

The testbed created for the experiments consists of layer-2
switches running STP. The network architecture is illustrat-
ed in Fig. 14. There are 5 switches in the network, labelled
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Figure. 11: Bridge 6 re-computes its status and be-
comes peer

Figure. 13: Link (8,5) goes down, bridge 6 becomes
host

Figure. 14: Network Setup

as swl, sw2, sw3, sw4 and sw5. The attacker’s system
configuration is pentium 4 processor (1.5 Ghz) with 512
MB RAM and two no.s of Gb Ethernet Network Interfaces
Cards, running Linux based OS (Ubuntu 10.10). The at-
tacker can be connected anywhere in the topology. Two
IDS (IDS1 and IDS2), form a dominating set and cover all
other switches completely in the STP domain. Each IDS
has the same configuration as of the attacker, is actively
running on Linux systems. Although IDSs were assumed
to run as an API module inside every switch in the STP
network, due to unavailability of switches with such API, a
separate system installed with an IDS API is attached with
every switch. Switches are enabled with port mirroring to
trace all the transmitted packets. Thus an IDS enabled sys-
tem can generate STP BPDU packets as well as process
all other forwarded packets in neighborhood. Also the ID-
S systems are capable of sending TCN probe, root_verify
message and alarm signals to the administrator. Depend-
ing on the test scenario, the attack generation tool Yersinia
is deployed on attacker’s system and the packet capturing
tool Wireshark is deployed on the systems connected to the
switches. The IDS operations for the detection of STP at-
tacks are as follows.
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Table 3: LOCAL Database
IDS LOCALDatabase

IDS1 | 32768: 00:04:96:35:a7:f6
32768: 00:19:aa:11:al:80
32768: 3c:df:1e:ac:53:0e
32768: 00:19:aa:11:al:80
32768: 6¢:50:4d:92:ee:80
36864: ac:a0:16:24:92:5d

IDS2

Initialization of IDSs Under normal operation of STP,
the switch swil with ID 32768:00:04:96:35:a7:f6 will
be elected as the root. The direction of BPDU mes-
sage flow is shown in Fig. 14. At the initializa-
tion phase, both the IDSs (IDSI and IDS2) learn
the current root ID (32768:00:04:96:35:a7:f6) and STP
wide timers (default, hello time 2 sec, forward de-
lay 15 sec and max age 20 sec). For the above
testbed topology, let maxNODE = 7 and max_priority =
32768. The maximum diameter of the network is dia
= 6. Each IDS calculates the thresholds for STP wide
timers as Th-CONF_BPDU and Th.TCN_BPDU
are set to (maxNODE x maxrNODE) 49 and 100
respectively. The CONF_BPDU _count_timer and
TCN_BPDU _count_timer are set to (hello_time + 1)
3 sec and 1 sec respectively. The T'C_flag is set
for the duration of max age + forward delay, the
TC_BPDU timer is calculated as (3 * (max age +
forward dealy)) 159 sec. Also each IDS initializes its
LOCAL database by reading the bridge IDs in the incom-
ing BPDUs as listed in Table 3. Here /DS2 does not con-
tain entry for sw5 (although it is directly connected with
sw3), because sw3 is not receiving the configuration BP-
DUs from sw5. So IDS2 is unable to learn sw5 in its local
zone. Based on the connection of attacker to a system with
respect to the position of IDS, detection can be either direct
or cooperative.

B. Detection of Attacks on STP Topology

An attacker can become the root of the topology by gen-
erating the BPDUSs with root ID less then the current root
ID. Additionally it can spoof traffic, refuse to respond 7TC-
N_BPDUs, set the TC_flag in CONF_BPDUs and can
change the STP wide timers. The proposed scheme is able
to detect all kinds of attacks based on STP. However, only
a limited number of attack detection techniques have been
shown here with illustration.

1) Root Take-over

The attacker generates CONF_BPDU per hello time claim-
ing the root role with superior ID, targeting a single switch.

Scenario 1 Attacker is connected with a host switch
sw4 and launches the root take-over attack with root
ID 32768:0:0:c:0:1:8¢.  As BPDU from the attack-
er has the root ID lower than the current root ID
(32768:00:04:96:35:a7:f6) in Fig. 14, the attacker gets
elected as the new root. On receiving superior BPDU,
IDSs start their Root_Change_Handler module. The ID-
SI1 will get the BPDUs generated from the attacker with
the root ID same as bridge ID and the message age 0
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and make an entry in its LOCAL database. On expiry of
Root_election_timer, the Root_Verification_Handler is start-
ed. The IDS2 will wait for the root_verify message as, it
does not experience any topology change in its local zone.
The IDSI which experienced a new bridge in its local zone
as a root, generates the alert new_root. Additionally, it
sends a multicast roof_verify message in IDS domain and
send a TCN_BPDU as a probe to the selected root. If the
attacker does not have the complete stateful implementation
of STP protocol, it fails to respond to the TCN probe. The
IDS raises alarm for the root take-over attack, if root fails
to respond for three consecutive TCN probe, in 1 sec. The
deduced spanning tree before and after the root take-over
attack is shown in Fig. 15.

Root ID :: 32768:0:0:c:0:1:8e

Attacker

Figure. 15: Spanning Tree before and after Root Take-over
Attack

Scenario 2 Attacker is connected with a peer switch
sw5, which does not belong to the IDS set and launches
the root take-over attack with root ID, 32768:0:0:c:0:1:8e.
On receiving the superior BPDU, IDSs start their
Root_Change_Handler module. In this case both the IDSs
will not get the direct BPDUs generated from the attacker
and at the end of Roor_Change_Handler both the IDS will
wait for verify_root message. As there is no IDS in the
network that has experienced the elected root in its local
zone, so after the expiry of Root_verify_timer all the IDSs
will raise an alarm for root-take-over attack.

The TCN_BPDU refusing attack will be detected if the root
fails to response a TCN_BPDU. The TC_BPDU (BPDUs
with TC flag set) flooding attack will be detected if the TC
flag is set for more than 3 * (max age + forward delay).
And the timer changing attack will be detected if timer
specification ( calculated based on maximum bridge and
network parameters) does not meet. For example, if the at-
tacker sets the forward delay to 60, is detected as crosses
the calculated threshold (15). These specification are im-
portant to detect the root behavior in case, the current root
of the topology is compromised.

2) MiTM Attack

The attacker generates a BPDU per hello time claiming the
root role with superior ID, targeting two different switch-
es. Three scenarios can occur depending on the position of
attacker with respect to other bridge (whether a host or a
peer).
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Scenario 1 The attacker is connected with two switches
sw4, which is a host and sw5, which is a peer. The at-
tacker launches MiTM attack by impersonating himself as
a new root in the topology. The scheme successfully de-
tects the boot up of a new switch as a root in the topology.
The IDS1 will detect the new switch in its local zone and
declares the root take-over attack, however it may not con-
form this attack exactly as MiTM.

Scenario 2 The attacker is connected with two switch-
es swl and sw2, where both are peer. The new switch
boot up will be detected as the root take-over attack, as
the attacker does not belong to any of the two local zones.
None of the IDSs will experience the elected new root in
its zone. Hence each IDS generates the alert after expiry
of Root_verify_timer. However, in this situation also, the
MiTM attack may not be conformed.

Scenario 3 The attacker is connected with two switches
sw3 and sw4, where both are host. The new switch boot up
will be detected as the root take-over attack, as the attack-
er becomes the root and belongs to both the local zones.
Moreover both the IDSs will experience the elected new
root in its zone and send a root_verify message. If the IDS,
that has sent and also received the root_verify message, will
be able to detect MiTM attack.

IV. Conclusion

In this paper, an IDS based detection techniques have been
proposed to detect attacks on STP. The proposed scheme
exploits the advantage of Connected Dominating Set (CD-
S) to compute a cover of bridges for the whole STP do-
main set. A CDS is computed through distributed message-
passing environment and all the IDSs corresponding to the
bridges that form the CDS cover are activated for the de-
tection purpose. This avoids the cost of running all the
IDSs simultaneously. The cover assures that every bridge is
monitored by at least one IDS and thus any attack mount-
ed on a bridge in the STP domain by this scheme through
either a single IDS directly or co-operative intervention of
all the IDSs. Additionally to adapt to the changes in topol-
ogy, the proposed scheme also performs certain actions for
the maintenance purpose of the IDS cover. new bridges are
added or some existing bridges are deleted from the cover
on the fly through local adjustment as and when required
due to changes in topology. This assures the robustness and
effectiveness of the scheme in providing a continuous and
correct detection service. Experimental result show how d-
ifferent types of attacks are detected using this scheme.
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