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Abstract: The e-Health is going to change the way how pa-
tients and healthcare providers interact. The exchange of con-
fidential and integer information is one of the major open is-
sues for the health care sector. While it is quite easy to enforce
fine grain access control policies to new, well structured, medical
records, many eHealth systems are based on “document man-
agement systems” that manage medical records as monolithic
documents. The coexistence of both structured and unstruc-
tured medical records represents a huge limitation for docu-
ments management and, for the latter, it is impossible to enforce
fine grain access control rules. In this paper we propose an in-
novative framework for critical resource identification and pro-
tection; the framework is based on a semantic methodology that
can be used to classify and structure data. We also designed a
modular architecture to let this methodology be useful in many
different contexts by properly tuning and expert domains feed-
backs. Finally, a case study was presented to structure e-health
data according to HL7 and locate the proper security rules to
enforce.
Keywords: Knowledge extraction, document transformation, se-
mantic methodology, fine-grain access control, e-health, medical
records

I. Introduction

The e-Health (Electronic Health) is going to change the way
how patients and healthcare providers interact. The chal-
lenge of e-Health is to contribute to good health care by
providing value-added services to the healthcare actors (pa-
tients, doctors, etc...) and, at the same time, by enhancing
the efficiency and reducing the costs of complex informative
systems through the use of information and communication
technologies.
The e-Health term encloses many meanings and services,
ranging between medicine and information technologies.
Just for example, emerging services are: the telemedicine
(enhancing communication between doctors and patients by
means of audiovisual media), the Consumer Health Infor-
matics (optimizing the acquisition, storage, retrieval, and
use of information in health), the m-Health (health care
supported by mobile devices) and the Electronical Patien-
t Records (improving patients health information sharing).
The combination of such concepts introduced new features
and challenges[1] and we are very interested in security open

issues that arise in these new scenarios[2].
The management of health care data has different security
requirements, among the others, we think that the two pri-
mary requirements are: i) the communication and storage of
private information should guarantee confidentiality and da-
ta integrity, ii) fine-grained access control policies are needed
for different actors.
As illustrated in Figure 1, we should consider that a medi-
cal record is a structured data made of different parts each of
these can be read and/or modified by different actors. Many
of this data is private and can be viewed only by patients and
their doctors, other parts are anagraphical or administrative
information and should be viewed only by administrators of
the hospital. We have analyzed the security requirements as-
sociated to such data and the result of this analysis has led
us to state that an access control model that strongly takes
in consideration the attributes of the resources to protect and
the actor role should be enforced in e-health systems.

Figure. 1: Actors and medical records

Many access control models exploit the concept of data clas-
sification to protect critical resources, the Bell La Padula
model [3] is a significant example of access control rules
that are based on the security levels of the user-requestor
and the resource-requested. Indeed, many eHealth system-
s are designed to enforce fine-grain access control poli-
cies and the medical records are a-priori well structured to
properly locate the different parts of the managed complex
information[4]. Many security problems occur when eHealth
systems are applied in those contexts where new information
systems have not been developed yet but “documental sys-
tems” are, in some way, introduced.
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This means that today documental systems improperly al-
low users to access a digitalized version of a medical record
without having previously classified the critical parts. Any
document is treated as a monolithic resource.
The classification of critical elements of a not-structured doc-
uments is not easy at all; very often they contain ambigu-
ous parts that are strongly related to the doctor activity; for
example it is quite usual for a nurse to write in its portion
some details of the diagnosis that is competence of the doctor
or, sometimes, administrative person write down in the ana-
graphical parts also some information related to the patient’s
disease. Up to date, monolithic resources are protected at a
course grain level and a permit/deny access rule can be ap-
plied to the whole document and not to the specific parts that
constitute it.
A medical record contains patient’s sensitive information; it
is composed by several sections including patient’s contact
information, summary of doctor’s visits, patient’s diagnosis,
medical and family history, list of prescriptions, health ex-
aminations, the therapy, etc. Generalizing, in many contexts
as medical, juridical or humanistic, people are more used to
protect their data/documents as a monolith block without un-
derstanding the risk of not structuring data.
The need to protect monolithic resources, has suggested us
to propose a semantic based mechanism to automatically re-
trieve specific parts of a document and associate to them the
proper security level.
At this aim we exploited the adoption of semantic tech-
niques to analyze texts and automatically extract relevant in-
formation, concepts and complex relations. We proposed a
methodology to classify and structure e-health data accord-
ing to HL7, an available Electronic Health Records (EHR)
standard [5], and we designed a reference architecture to as-
sociate the proper security level and enforce proper securi-
ty policies. The documental collection is analyzed and pro-
cessed by a lexical-statistical approach, with the aim of ex-
tracting the relevant terms that will be associated to the con-
cepts of interest that will represent the resources to protect; a
proper security policy is also defined to illustrate a detailed
case study.
The reminder of the paper is structured as follows: in Sec-
tion 2 we will illustrate the semantic methodology to extract
relevant concepts from a semi-structured text to character-
ize resource from a security point of view and format them
according to HL7. In Section 3 a reference architecture is
introduced to implement the methodology and enforce ac-
cess control rules on different sections of medical records. In
Section 4 a detailed case study on medical records will be
presented and in Section 5 some related works on the seman-
tic methodologies and their adoption in security contexts are
discussed. Finally in Section 6, some conclusion and future
work are drawn.

II. A Methodology for Semantic Based Re-
source Characterization

The Patient Medical Records contains several resources that
can be protected by a set of security policies. In order to
properly locate and characterize resources made of text sec-
tions, we need to apply semantic text processing techniques

on available data. Semantic processing of medical docu-
ments is not a easy task to be performed; it depends on many
factors: the domain knowledge and interpretation given by
the document author may not be the same of the reader.
The comprehension of a particular concept within a special-
ized domain, as the medical one, requires information about
the properties characterizing it, as well as the ability to iden-
tify the set of entities the concept refers to.
A text, in fact, is the product of a communicative act result-
ing from a process of collaboration between an author and a
reader: the former uses language signs to codify meanings,
the latter decodes these signs and interprets their meaning by
exploiting the knowledge of:

1. the infra-textual context, consisting in relationships at a
morphological, syntactic and semantic level;

2. the extra-textual context and, more in general, the ency-
clopedic knowledge involving the domain of interest.

It is out of the scope of this paper to detail the lexical and
semantic methodology adopted to extract information from
text, the interested reader can found more details in [6].
Starting from these points, the activity of knowledge ex-
traction from texts includes different kinds of text analysis
methodologies, aiming at recreating the model of the domain
the texts pertain to. In the next subsections, we will illustrate
the process of extracting information from a medical record,
aided with a running example.
To better explain the stages of the methodology, we will
use a fragment of a psychiatric medical record as a running
example. It states that, at the entrance of the hospital, a pa-
tient results quiet and cooperative, calm in the maxilla-facial
expression:

Diagnosi di entrata la paz. e’ tranquilla
e collaborante, serena nell’ espr. maxillofacciale

We explicitly note that the following examples refer to
Italian language, nevertheless the proposed approach is
general enough to be applicable to other languages, too.

A. Stages of the Methodology

Term-extraction is a fundamental activity in the automat-
ic document processing and derivation of knowledge from
texts.
Terms serve to convey the fundamental concepts of a specific
knowledge domain: they have their realization within texts
and their relationships constitute the semantic frame of the
documents and of the domain itself. The main goal is to find
a series of relevant and peculiar terms in order to detect the
set of concepts that allow the resource identification.
In order to extract relevant terms from text, we use an hybrid
method that combines linguistic and statistical techniques:
we employ a linguistic filter in order to extract a set of can-
didate terms and then use a statistical method to assign a
value to each candidate term. In particular, linguistic filters
are applied on the words, like as part-of-speech tagger (aim-
ing at extracting the categories of interest, such as nouns and
verbs), and lemmatization (that restore words to a dictionary
form).
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Figure. 2: Stages of the methodology for concepts identifi-
cation

Statistical methods are based on the analysis of word occur-
rences within texts, in order to measure the “strength” or
“weight” of a candidate term. As a matter of fact, not all
words are equally useful to describe documents: some words
are semantically more relevant than others, and among these
words there are lexical items weighting more than others.
In order to extract relevant terms from a medical record, sev-
eral steps are required; these are described in details in the
following sections and illustrated in Figure 2.

1) Text Preprocessing

This stage aims at extracting processable plain text from the
input documents, by detecting units of lexical elements that
can be processed in next stages. It implements text tokeniza-
tion and text normalization procedures.
Text tokenization consists in segmentation of sentences into
tokens, minimal units of analysis, which constitute simple or
complex lexical items, including compounds, abbreviations,
acronyms and alphanumeric expressions.
Text tokenization requires, various sub-steps, as: grapheme
analysis, to define the set of alphabetical signs used within
the text collection, in order to verify possible mistakes as, for
example, typing errors, misprints or format conversion; dis-
ambiguation of punctuation marks, aiming at token separa-
tion; separation of continuous strings (i.e. strings that are not
separated by blank spaces) to be considered as independent
tokens: for example, two terms separated by the character “
’ ”’; and identification of separated strings (i.e. strings that
are separated by blank spaces) to be considered as complex
tokens and, therefore single units of analysis.
This segmentation can be performed by means of special
tools, defined tokenizers, including glossaries with well-
known expressions to be regarded as medical domain tokens
and mini-grammars containing heuristic rules regulating
token combinations. The combined use of glossaries and
mini-grammars ensures high level of accuracy, even in
presence of texts with acronyms or abbreviations that can
increase the mistakes rate. Considering our example, the
output of text tokenization is:

Diagnosi//di//entrata//la//paz.//
e’//tranquilla//e//collaborante,//
serena//nell//’//espr.// maxillofacciale//

Text normalization takes variations of the same lexical ex-
pression back in a unique way; for example, (i) words that
assume different meaning if are written in small or capital
letter, (ii) compounds and prefixed words that can be (or not)

separated by a hyphen, (iii) dates that can be written in differ-
ent ways (“1 Gennaio 1948” or “01/01/48”), (iv) acronyms
and abbreviations (“USA” or “U.S.A.”, “pag” or “pg”), etc.
The transformation of capital letters into small letters, is a
not trivial operation: for example, a capital letter helps in
identifying the beginning of a sentence and differentiating
a common noun (like the flower “rosa”) from a proper
name (such as “Rosa”) or even to recognize the distinction
between an acronym (e.g.“USA”) and a verb (e.g. “usa”, 3rd
sing. pers. of the Italian infinitive “usare”). The output of
this phase is, for the running example:

Diagnosi//di//entrata//la//
paziente////tranquilla//e//collaborante,//
serena//nell//’//espressione//maxillo-facciale//

2) Morpho-syntactic analysis

The main goal of this stage is the extraction of word cate-
gories, both in simple and complex forms. This leads to ob-
tain a list of candidate terms on which relevant information
extraction can be performed.
Part-of-speech (POS) tagging consists of the assignment of
a grammatical category (noun, verb, adjective, adverb, etc.)
to each lexical unit identified within the text collection.
Morphological information about the words provides a first
semantic distinction among the analyzed words. The words
can be categorized in: content words and functional word-
s. Content words represent nouns, verbs, adjectives and ad-
verbs. In general, nouns indicates people, things and places;
verbs denote actions, states, conditions and processes; adjec-
tives indicate properties or qualities of the noun they refer to;
adverbs, instead, represent modifiers of other classes (place,
time, manner, etc.). Functional words are made of articles,
prepositions and conjunctions; they are very common in the
text.
Automatic POS tagging involves the assignment of the cor-
rect category to each word encountered within a text. But,
given a sequence of words, each word can be tagged with
different categories [7].
As already stated, the word-category disambiguation in-
volves two kinds of problems: i) finding the POS tag or all
the possible tags for each lexical item; ii) choosing, among
all the possible tags, the correct one. Here the vocabulary
of the documents of interest is compared with an external
lexical resource, whereas the procedure of disambiguation is
carried out through the analysis of the words in their contexts.
In this sense, an effective help comes from the Key-Word
In Context (KWIC) Analysis, a systematic study of the lo-
cal context where the various occurrences of a lexical item
appear. For each concept it is possible to locate its occur-
rences in the text and its co-text (i.e. the textual parts before
and after it).
The analysis of the co-text, then, allows detecting the role
of the words in the phrase, in order to disambiguate their
grammar category.
The ambiguous form is then firstly associated to the set of
possible POS tags, and then disambiguated by resorting to
the KWIC analysis. The set of rules defining the possible
combinations of sequences of tags, proper of the language,
enables the detection of the correct word category.
Consider, in the reported example, the ambiguity associated
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to the Italian word “entrata”: it can be a noun (“entry”) or a
verb (“enter”). This ambiguity can be solved by analyzing
the categories of the preceding words: rules derived by syn-
tax of Italian language state that, if the word is preceded by
an article or a preposition it is a noun, while if it is preceded
by a noun it is a verb. Then, applying KWIC analysis we can
derive that “entrata” is a verb.
Further morphological specifications, such as inflectional
information1, are then associated to each word. Output of
this stage, for our running example, is:

Diagnosi NOUN
di PRE
entrata NOUN
la ART
paziente NOUN
tranquilla ADJ
e CON
collaborante NOUN
, PUN
serena ADJ
nell’ ARTPRE
espressione NOUN
maxillo-facciale NOUN

Note that, we used the following conventions: (ART) = arti-
cle; (ADJ) = adjective; (ADV) = adverb; (CON) = conjunc-
tion; (NOUN) = noun; (PN) = pronoun; (PRE) = preposition;
(VERB) = verb; (ARTPRE)= article + preposition.
Lemmatization is performed on the list of tagged terms,
in order to reduce all the inflected forms to the respective
lemma, or citation form, coinciding with the singular
male/female form for nouns, the singular male form for
adjectives and the infinitive form for verbs. The output of
this stage, for our example is:

Diagnosi NOUN diagnosi
di PRE di
entrata NOUN entrata
la ART il
paziente NOUN paziente
tranquilla ADJ tranquillo
e CON e
collaborante NOUN collaborante
, PUN ,
serena ADJ sereno
nell’ ARTPRE nel
espressione NOUN espressione
maxillo-facciale NOUN maxillo-facciale

Note that many terms are already present in canonical for-
m, and for this reason, in this phase, they are not convert-
ed; while the other terms, as the adjective “tranquilla” or the
preposition “nell” are respectively transformed in “tranquil-
lo” and “nel”.

3) Relevant Terms Recognition

The goal of the methodology is the identification of the rele-
vant terms, useful to characterize the sections of interest[8].
In fact, as state above, not all words are equally useful to de-
scribe resources: some words are semantically more relevant
than others, and among these words there are lexical item-
s weighting more than other. In our approach, the seman-
tic relevance is evaluated by the assignment of the TF-IDF
index (Term Frequency - Inverse Document Frequency[9]),

1Inflection is the way language handles grammatical relations and rela-
tional categories such as gender (masculine/feminine) and number (singu-
lar/plural) for nouns; tense, mood, person and voice for verbs.

computed on the corpus vocabulary and on the base of the
term frequency and the term distribution within the corpus.
TFIDF index, in fact, takes into account:

• the term frequency (tf ), corresponding to the number of
times a given term occurs in the resource: the more a
term occurs in the same section, the more it is represen-
tative of its contents. Frequent terms are then supposed
to be more important. This method is used in systems
to rank terms candidates generated by linguistic meth-
ods (Dagan [10]).

• the inverse document frequency (idf), concerning the
term distribution within all the sections of the medical
records: it relies on the principle that term importance is
inversely proportional to the number of documents from
the corpus where the given term occurs. Thus, the more
resources contain that given term, the less discriminat-
ing it is.

Therefore, TFIDF enables the extraction of the most dis-
criminating lexical items because they are frequent and con-
centrated on few documents. This statement is summarized
in the following ratio:

Wt,d = ft,d ∗ log(N/Dt)
where Wt,d is the evaluated weight of term t in resource d;
ft,d is the frequency of term t in the resource d; N is the
total number of occurrences within the examined corpus; Dt

is the number of resources containing the term t.
For the running example, this phase produces the following
information:

diagnosi 5 *
entrata 1,5
paziente 4 *
tranquillo 2,8
collaborante 3,1 *
sereno 2,5
espressione 3,8 *
maxillo-facciale 7 *

This information enables the selection of relevant concepts,
filtering all terms that have a TF-IDF value under an estab-
lished threshold. We used, as threshold, the value 3: all terms
whose TF-IDF is over this threshold will be considered rele-
vant. In the example, we mark off the relevant terms with an
asterisk.

4) Identification of Concepts of Interest

Once relevant terms, belonging to the used medical sub-
domain, are detected, we proceed to clusterize them in synset
(a group of data elements that are considered semantically e-
quivalent for the purposes of information retrieval), in order
to associate the semantic concept that every cluster of terms
refers to.
In this way it is possible referring to a concept independently
from the particular term used to indicate it. Examples of the
use of concepts, codified as synsets, for identifying sections
of text are shown in [11] for the medical domain, and in [12]
for the legal domain.
For grouping aim, we use and integrate two external re-
sources: the medical ontology given by “Unified Medical
Language System” (UMLS)[13] and “Mesh”(the Medical
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Figure. 3: Reference Architecture

Subject Headings of National Library of Medicine[14]), a
thesaurus of medical terms.
The adoption of specialized external resources has a dupli-
cate purpose:

• Endogenous: Inside the documental base, the same
concepts can be referred by different terms.

• Exogeneous: An user, that can query the documental
base with an interrogation written in natural language,
can use, for indicate a certain concept, a term that is
different from those used in the documental base, and
then do not appear in it.

Every concept is identified by a synset (i.e. the set of syn-
onyms), we associate each term extracted from the medical
record to a synset by a unique label that represents a witness
for the given synset.
This stage associates the synset, i.e. the proper concept, to
each selected term of the running example, as showed in the
following table:

Term Synset Label
diagnosi parere, prognosi, responso, valutazione, analisi Diagnosi
paziente ammalato, degente, malato Paziente
espressione manifestazione, segno, smorfia, viso, sintomo Sintomo
maxillo-facciale maxillo-facciale Maxillo-Facciale

The table shows that for each relevant term, extracted on the
basis of its grammatical category and TF-IDF value, is as-
sociated a synset: a set of terms referring the same concept.
This list of terms is built by exploiting the relation codified
in the external domain resources: UMLS and “Mesh”. In our
example we obtain the concepts associated to the extracted
terms: “Diagnosi” (diagnosis) , “Paziente” (patient), “Sinto-
mo” (Symptom) and “Maxillo-Facciale” (maxillofacial).

III. Reference Architecture

In order to implement the methodology described in the pre-
vious section and enforce access control rules on medical
records sections, we introduce a reference architecture as de-
picted in figure 3. It can be considered as an instance of a

Multimedia Database Managment System (MMDBMS) ar-
chitectural model [8] that accepts in input the corpus made
of medical records and performs activities aiming to struc-
ture them and allowing the identification of the resources to
be protected.
As shown in figure 3, the system architecture is composed of
four sequential connected modules. Each module is delegat-
ed to a specific activity described as follows:

Preprocessing. This module aims at processing the input
text (medical records) and produces a list of words. In
order to perform this activity it implements Natural Lan-
guage Processing (NLP) procedures. These procedures
are language dependent and include the first stage of the
semantic methodology described in section II: text pre-
processing (text tokenization and text normalization).

Concepts Identification. This module aims at extracting
the relevant information from the list of words produced
by the Preprocessing module in order to produce a for-
malization of concepts belonging to the medical do-
main. In this module are implemented both Natural
Language Processing (NLP) and Statistic procedures.
As for the Preprocessing module the procedures in-
volved are language dependent but, in this case, the sec-
ond, third and fourth stages of the semantic methodolo-
gy described in section II are involved, i.e.: the morpho-
syntactic analysis (part-of-speech (POS) tagging and
lemmatization), the relevant term recognition (by means
of grammatical category extraction and TF-IDF index)
and identification of concepts of interest. Moreover this
module aims at codify the semantic information (con-
cepts) of medical domain in several levels of ontologies
allowing further successive inferences that will be use-
ful to the following modules.

Structurer. This module identifies the textual macro-
structures for text sections recognition. The macro-
structures identification process consists of a classifica-
tion task, exploiting the concepts identified in the Con-
cepts Identification module. At this aim a voting system
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Figure. 4: Example of Process for Resource Association

is implemented, using the combination of three differ-
ent kind of classifiers: Nave Bayes [15], Decision Tree
[16], K-Nearest Neighbor [17]. The classification re-
sults are combined by means of a voting strategy: in
case of disagreement, the assigned output class will be
the one that gets the majority.

This module is able to associate a medical record sec-
tion to a specific resource to be protected; this asso-
ciation is refined by medical domain experts that es-
tablish which concepts belong effectively to a resource
(medical record section). For example, the Diagnosis
resource contains the following concepts: “Diagnosi”
(diagnosis), “Paziente” (patient) and “Sintomo” (mani-
festation). As illustrated in Figure 4, the system is able
to establish that the medical record section considered
in the example refers to the “Diagnosis” resource; note
that, in figure, a label is associated to each synset.

The output of the structurer module can be coded in d-
ifferent ways, in particular we chose to formalize our
examples in XML and according to the HL7 standard
for medical records [18] . The result was an XML file
whose main elements are reported below:

• Patient information Section (including anagraphy-
cal, private doctor, personal information?),

• Investigation and Diagnosis Section (including
the activities of investigation and detection of a
disease),

• Therapy Section (including the therapy descrip-
tion with drugs and doses),

• Patient status Section (that can be monitored by a
doctor or a nurse),

• Analysis results Section (including comments and
analysis description by specific analysts),

• Admission information Section (including infor-
mation on the patient when arrived in the hospital,
and different aspects that can be useful to doctors
for future investigations and to hospital managers
to complete administrative stuffs).

These resources should be accessible only to those peo-
ple having proper rights.

Access Control. This module aims at controlling informa-
tion accesses, assigning the appropriate access policy
to every sensible resource, identified by the Structurer

module. Once the resources are identified, it is possi-
ble to apply on them a fine grain access control policy,
based on users profile. The security policy is made of a
set of rules structured as follows.
A rule is as a triple 〈sj , ai, rk〉 where sj ∈ S, ai ∈ A,
rk ∈ R and:

• S = {s1, ..., sm} is the set of the actors sj that can
access to the medical record,

• R = {r1, ..., rn} is the set of all resources (sec-
tions) ri belonging to the medical record,

• A = {a1, ..., ah} is the set of actions that can be
performed by an actor sj ∈ S on a resource ri ∈
R.

For each resource, a subset of rules belonging to the
applicable policy set is available.

So, given a resource r∗ ∈ R, all the possible rules, de-
noted as Lr∗ , belonging to the Policy will be retrieved;
by definition:

• Lr∗ = {〈sj , ai, r∗〉 |r∗ ∈ R, sj ∈ S∗ ⊆ S,
ai ∈ A∗ ⊆ A} is the set of all allowed com-
binations of (subjects,actions) on the resource
r∗.

The policy will be enforced by a policy enforced com-
ponent and a policy decision component.

Three kind of users are involved in the system architecture:
(i) Administrators, involved in administrative tasks, like in-
serting new records in the documental basis and managing
the user accounting; (ii) Domain Experts that should oper-
ate on the outputs of the concept identification and structurer
modules in order to respectively validate the list of concept-
s produced, and to validate the sensible resources identified
from the input medical records; (iii) Final Users that can
be associated to different profiles (nurse, doctor, patient) de-
pending on their role in the health domain.

IV. The medical record formalization: a case s-
tudy

To better illustrate a case study, we can consider this complex
system as made of two different phases: the first phase is the
semantic processing, the second phase is the policy enforce-
ment, as schematically illustrated in Figure 5.
As for the semantic processing phase, we consider the
running example previously adopted. The whole medical
record text in input to the system is:

Ospedale Santo Bono reparto Pronto Soccorso
Data 03/03/2005 ore 18,00

Paziente
Nome: Emma P.
Cognome: Esposito
Nata il: 09/03/1980

Diagnosi di entrata-la paziente tranquilla e collaborante,
serena nell’ espressione maxillo-facciale.
Somministrare per una settimana una compressa di asp309kz.

The details of the processing steps have already been report-
ed in the methodology description so, in Figure 6, we just re-
ported the resulting XML structure, coded according the HL7
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Figure. 6: The structured medical record

standard and containing the main elements just indicated in
the previous section. These elements represent the resources
to protect R = {PatientInformation, Diagnosis,
Therapy, Patient′s status,AnalysisResults,
AdmissionInformation}.
To define the policies, we have to consider that several
people belonging to the hospital staff can access and modify
medical records. In [19], [20] several hospital actors
were identified, we considered the following actors: S =
{patients, doctors, nurse, hospitalmanagers}. Each
actor can perform several actions on the resources belonging
to the electronic medical folder. We considered the following
actions: S = {read,write, delete,modify}.

All possible rules on the medical resources are defined by the
security policies. In Figure 7 an instance of security policy is
shown.

In this instance the actors set is S =
{Doctor,Nurse,Hospitalmanager, Patient}; the
set of actions is A = {read,write,modify, delete}; the
set of resources is a subset of all possible resources, i.e R =
{Patient′s contact Information, Diagnosis}.
In Figure 8 an example of the system behavior is shown:
the system takes as input the unstructured medical record
containing several sections including diagnosis and therapy.
This sections are identified by means of semantic process-
ing; starting from the identified resources, it is possible to
retrieve the security policy in which the allowed operations
on resources performed by the actors are described and
enforce them. The set of security policies will contain all
possible rules applicable to all resources.

In conclusion, the semantic methodology application pro-
posed in this work provides a fine-grain resource identifica-
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Figure. 5: System phases: semantic processing and policy
enforcement

Figure. 7: Medical record security policy. The actors are on
the left, the actions are in italic and the resources are in bold

tion in unstructured texts enabling the application of role-
based security policies.

Figure. 8: System behavior with the resources therapy and
diagnosis

V. Related Works

In this section we report the state of the art of the knowledge
management methodologies applied in the security fields. In
order to properly model sensible information in the domain
of interest, in the second part of this section, standards for
representation models for clinical information are elicited.
The adoption of semantic approaches in policy management
and in the security research fields is quite new in the liter-

ature; in [21] the authors propose an ontology-based poli-
cy translation approach that mimics the behavior of expert
administrators, to translate high level network security poli-
cies into low level enforceable ones. In [22], a text min-
ing method has been proposed to deal with large amounts
of unstructured text data in homeland-security application-
s. The document-clustering approach proposed in this work
addresses security issues by combining an effective dis-
tance measure and an established pattern-recognition group-
ing algorithm to catalog different information that can be re-
conducted to criminal acts. Text extraction techniques are
widely adopted in e-mail spam recognition [23], too.
Indeed, the activity of knowledge extraction from texts in-
cludes different kinds of text analysis methodologies. The s-
tate of the art in this field is related to techniques of NLP and
to cross-disciplinary perspectives including Statistical Lin-
guistics (De Mauro T. and Butler C.S. [24]) and Computa-
tional Linguistics (Biber [25] ; Habert B. [26]; Kennedy G.
[27]), whose objective is the study and the analysis of natu-
ral language and its functioning through computational tools
and models. In particular, for the analysis of limited textu-
al universes, as well as sectorial areas, specific disciplines
have been developed, like Corpora Linguistics and Textual
and Lexical Statistics (La Torre M. and De Mauro [28]).
Despite efforts to find a common standard for medical docu-
ments structuring and to facilitate the interoperability of in-
formation, many goals remain unfulfilled. The representa-
tion models of clinical information do not yet have a the-
oretical base strong enough to ensure information interop-
erability and computability. A model for the EHR should
satisfy a large set of requirements including: computation-
al efficiency, maintainability, scalability and extensibility re-
quirements of the system for health information privacy and
security. To meet these needs, in openEHR a new aspec-
t was introduced: ontologies[29]. Ontologies are a formal
way to describe aspects of a domain. These are used pri-
marily for two reasons: a) people and machines can agree
on the “facts” of the domain and b) inferences can be per-
formed, usually based on the classification of “facts” in in-
dividual medical categories (eg, the patient has a chronically
high blood pressure means that the person is hypertensive)
and alert classes (patient A has a high risk of stroke). As re-
gards the first aspect (a) POMR Ontology (Problem-Oriented
Record Ontology)[30] considers that a medical record is a
repository of medical information and is the means of com-
munication. POMR Ontology is an ontology that describes
the medical records so that there is a unique vocabulary for
electronic health records. As regards the second aspect (b)
Beale and Heard [31]propose a model for clinical informa-
tion based on health care ontological analysis seen like a
problem-solving process. According to their point of view,
medical records contain a list of events, situations, etc. that
are interpreted by professionals. The implication is that any
model for the health information representation should be, in
some way, the “cognitive” communication process of health
professionals. To achieve this, the authors propose an ontol-
ogy whose main purpose is to codify some types of informa-
tion such as medical advice and observations from which the
system is able to automatically identify actions that should
be undertaken on the patient. In order to address security and
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access control for EHR systems, several solutions have been
proposed [32]. Although these solutions utilize role based
access control for security management none of these took
into account the structure and the semantics of EHRs. A first
step in this direction was made in [33]. This approach focus-
es on identifying and organizing EHRs by means of semantic
interpretation of internal data so that access control policies
can be specified to authorize EHRs portions data sharing.
In the field of data modeling, several standards have been
developed in order to (i) support interoperability and (ii)
meet the data structures heterogeneity: Health Level 7 (H-
L7) Clinical Document Architecture (CDA) [18], CEN EN
13606 EHRcom [34] and openEHR Community[35]. These
standards aim to structure medical record contents for da-
ta exchange improvement. The IHE (Integratine the health-
care Enterprise) initiative[36] specify the Cross-Enterprise
Document Sharing standard to manage documents sharing
between several healthcare organizations. The IHE Cross-
Enterprise Document Sharing basic idea is to preserve the
health document in a XML-based format in order to facilitate
the sharing. A medical record may also contain images for
example from X-rays; DICOM (Digital Imaging and Com-
munication in Medicine) [37] has become the de-facto stan-
dard for communication of medical images. This standard
defines the data structures to facilitate the exchange of medi-
cal images and attached information. Of course there are al-
so proposals to convert one standard to another. For example,
the HL7 consortium proposes a mapping between DICOM S-
R “Basic Diagnostic Imaging Report” in HL7 CDA Release2
“Diagnostic Imaging Report” Mapping. Another important
initiative, born in the 90’s, is GEHR (Good Electronic Health
Record)/openEHR that introduces an additional concept in
the context of electronic health records: the archetype. An
archetype is a formal expression of a single concept such as,
for example, “blood pressure”, “laboratory results”, “clinical
exams” that are expressed as constraints on data whose in-
stances conform to a reference model [38]. Systems based
on archetypes specify standards for access to medical infor-
mation exchange protocols and thus promoting information
interoperability and accessibility. In order to meet future re-
quirements, this standard has been designed so that it can be
easy to expand it. In this way, the information contained in
systems based on archetypes can be used across several in-
stitutions both at present and in the future.

VI. Conclusion

In the last years, the eHealth systems are considerably im-
proving the quality and performance of services that an hos-
pital is able to provide to its patients and his workers. Up
to date, many systems are based on document management
systems and cannot benefit of new system design techniques
to structure data and enforce fine-grain access control poli-
cies. Indeed, the medical records, especially the old ones,
are just digitalized and made available to users. Being a
monolithic resource, it is difficult to enforce proper security
rules to guarantee privacy and confidentiality of data. In this
paper we have analyzed the security requirements of medi-
cal records and proposed a semantic approach to analyze the
text, retrieve information from specific parts of the document
that can be useful to classify them from a security point of

view and, finally, associate a set of security rules that can be
enforced on those parts. We have illustrated the adoption of
the methodology on a simple case study to put in evidence
the potentiality of the proposed methodology. We think that
the adoption of the semantic analysis on data that are already
available and that cannot be structured a-posteriori, is very
promising and can strongly help in facing security issues that
arise once data are made available for new potential applica-
tions.
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