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 Description of the topic 

Recently, the size of available datasets is increasing rapidly due in part to the development of internet and 

sensor networks. In many cases, these databases are constantly evolving (data streams). They are 

characterized by a changing structure over time, new data arriving continuously. Sometimes, the evolution 

and the mass of data is so important that it is impossible to store them in a database. This poses several 

unique problems that make obsolete the applications of standard data analysis. Indeed, these databases 

are constantly online, growing with the arrival of new data. Thus, efficient algorithms must be able to 

work with a constant memory footprint, despite the evolution of the stream, as the entire database cannot 

be retained in memory. Traditionally, most machine learning algorithms are focused on batch learning 

from a static dataset or from a well-known distribution. However, these batch algorithms take a lot of time 

to learn a large amount of training data and many batch learning algorithms are not adapted to deal with 

non-stationary distributions. Only an analysis “on the fly” is possible. These processes are called “data 

streams analysis” and are the subject of numerous studies in recent years due to the large number of 

potential applications in many fields. Online incremental algorithms process few examples at a time and 

allows to extract the knowledge structure from continuous data in real-time. However, this problem 

became more difficult when we deal with high dimensional data, unbalanced data or outliers. Indeed, the 

study of data streams is a difficult problem: the computing and storage cost are high and the size of 

involved datasets is big. In the field of data mining, the main challenges for the study of data streams are 

the ability to compute a condensed description of the stream properties, but also the detection of change 

in the stream structure. To be autonomous, the algorithms must have several important characteristics:  

they must be able to discover the underlying structure of the data without any prior knowledge, i.e. the 

algorithm should be independent and automatically learn the spatial and temporal structure of the 

regardless of the type of the data: vector, symbolic, more complex forms (text, graphs) or mixed.  The 

algorithms have to adapt to structural changes in data over time ("concept drift") in real time, without 

having to relearn everything every time. They must be able to store and reuse knowledge to learn a new 

data structure similar to that already learned. This property is essential for data stream analysis.   

This special session aims to act as a forum for new ideas and paradigms concerning the field of Automated 

Incremental Learning. It will solicit theoretical and applicative research papers including but not limited 

to the following topics:  

 

 Incremental Supervised Learning 

 Incremental Unsupervised Learning 

 Online Learning 

 Autonomous Learning  

 Concept Drift 

 Model Selection 

 Online Feature Selection 

 Clustering data stream 

 Distributed Clustering 

 Consensus Clustering 

 Incremental Probabilistically Models 

 Active Learning 

 Applications of Incremental Learning 

 

 Past records 

The organizers already organized several workshops and special sessions at WCCI 2012, WCCI 2014, 

IJCNN 2015 on Incremental Machine Learning and Automated Machine Learning, with a very good 

attendance record. 
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