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Abstract: Face recognition like other biometrics systemsinvolves  (training images), in this scenario, a match mehassubject
some basic processes, which includes biometric feature  of the probe image belongs to the set of imagésdrraining
acquisition / enrollment which in this case would be faces of  gatabase. This comparison is done in either ofwamgs i.e.
human to be recognized, normalization of these enrolled features one-to-one mappings or one-to-many mapping.

in order to standardize the training set and lastly is the - . . . .

g S . Face recognition like other biometrics systems Ivae®
recognition which involves mapping the enrolled features . . ) .
collected to features of people to be recognized i.e the probe Somg _t_)as'c processes, _these Ipcludes biometriauréeat
images. Several comparisons have been made on some face acquisition / enrollment which in this case woukel faces of
recognition systems with variations in each of the result, even human to be recognized, normalization of these lexio
when the same algorithms is used in those experiments. This  features in order to standardize the training sdtastly is the
variation has in no small measure rubbish the authenticity of  recognition which involves mapping the enrolled tdeas
these algorithms leading to the common problem of either false  collected to features of people to be recognizedhis work,
acceptance or false rejection on the target object. This paper  thjs test sets are referred to as the probe ima&g=ognition
géitenegsfa compara}:!ve an;ilyss of tge tpherch))(r:rxar;ch(gAsomg of images in itself follows some steps, this ineud

ace recognition systems, namey the X an segmentation of faces from cluttered scenes (eshedithe

ICA. The algorithms were implemented and tested exhaustively | . . . .
to evaluate the performance of these algorithms under different ~ IMmage consists of several subjects, extractionngfortant

face databases and similarity distance metrics in respect to the  features from the face region and finally, decisiaking on
recognition accuracy. We statistically present the results Whether a person is who he claims to be or notnfgetation

obtained. is done by creating an edge map whose edges aneaed
together using some heuristics. The edges araherinto an
Keywords: Principal Component Analysis, 2 dimensional PCAglliptical shape using for example Hough transfoFor the
Biometric, ICA, False Acceptance Rate, False Rejed®ate, Face extraction of desired features, any of the algarittbased on
recognition the two common modalities used in face recognitsonsed
i.e. Holistic e.g. PCA and feature based approbcholistic
] feature, each feature is a characteristic of thelevface while
|. Introduction partial features as considered in the feature bappdoach
includes measurements of important key pointstlieenose,
mouth, eyes etc. and the distances between thggeokds in
a face.
Some sophisticated commercial systems have been
veloped over years which have achieved appreciatkél
of success, apparently, most of them are basedilbspace
projection in which data from high-dimensional spaare
reduced to a low-dimensional space and a distamtgcnfior
classification (such as nearest neighbor rule, taabdis etc)
is then used in the low dimension space. While nadrfiese

Face recognition as a field of computer vision pattern
recognition has gained much attention in the imguand
academia in the recent times; this is unsurpriiegause it
possesses the merits of both high accuracy and Ioa/v
intrusiveness. One common application is to idgoti verify €
the person of a given face in still or video imafigs

Face recognition problem is typically a problensiofiple
comparison in which facial image of a subject (@pls
compared to images of several subjects storeddatabase
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commercial systems’ algorithms have been shrouded presents a more efficient approach to dimensignadduction

secrecy (including the several
post-processing steps adopted in order to enhacogmition
accuracy and improve system performance),

pre-processing arab compared to ordinary PCA; this improves itscadficy

over PCA. It is a straightforward image projectiechnique

fedeveloped for image feature extraction. As opposed

non-proprietary algorithms have been implemented arconventional PCA, 2DPCA is based on 2D matriceberat

discussed widely in the academia, some given exaalésults
while being constantly re-modeled to enhance
performance. Some of these face recognition alyost
proposed by researchers includes the Principal Gopmt
Analysis [2], Local Feature Analysis, Linear Disoimant
Analysis and Fisher face which are all based oredsionality
reduction [1]. Also neural networks [6], elasticnich graph

than 1D vector. That is, the image matrix doesnead to be

thepreviously transformed into a vector. Instead, amage

covariance matrix can be constructed directly usihg
original image matrices. In contrast to the cowvar@amatrix of
PCA, the size of the image covariance matrix uiD§CA is
much smaller. As a result, 2DPCA has two important
advantages over PCA. First, it is easier to evaluhe

theory, 3D morphable models [5] and multi-resolatio covariance matrix accurately. Second, less tinmegsired to

analysis are some other techniques usually usetetdion a
few. Each of the proposed face recognition algoritthas
typically overcome the shortcomings of one anothiereby
extending the application areas for face recogmitigstems.
Important applications of face recognition are seaan

determine the corresponding eigenvectors [4]. 1GAone
algorithm that has been explored widely in therditeres.
While PCA decorrelates the input data using secmdé+
statistics and thereby generates compressed datia
minimum mean-squared re-projection error, ICA miais

wi

biometrics i.e. computer security and human computdoth second-order and higher-order dependencibg iimput.

interaction. Most especially, it has been the nsostcessful
application employed in surveillance systems. Biniteis an
automated method of identity verification or idéintition
based on the principle of measurable physiologioal
behavioral characteristics such as finger-pring pattern,
facial characteristics or a voice sample [7].
state-of-the-art biometric techniques have beereldeed
over the years which use a variety of human chariatits for
identification and recognition. These include firmgant,
signature, iris, retina, hand, voice and facialoggttion [7]
[8]. Each biometric trait has its strengths andkmeases, and
the choice of a specific trait depends upon theireqents of
the application. Among them all, face recognitiefrequently
used to discriminate authorized and unauthorizedops, as
they are least intrusive with high public acceptghiOne
common application area that shows the unmatchitity aif
face recognition and its superiority to other bidmice
approaches is the surveillance system. Here, beqgaemple
must be monitored without them being aware theybaiag
monitored, a system that is totally non-intrusivestbe put in
place. Other biometric systems may need user paation
and cooperation and as such are ineligible for sectsitive
applications. This has especially prompted researah face
recognition systems.

This paper explores the performance of some seléate
recognition algorithms. In particular, Principal rGponent
Analysis (PCA) [2], a variation of PCA, termed 2DR{15]
and Independent Component Analysis were used aalyizaal
in the experiments. Principal component analysssy known
as Karhunen Loeve expansion, is a classical feattraction
and data representation technique widely usedédratbas of
pattern recognition and computer vision. Sirovicil &irby
[2] first used PCA to efficiently represent pictsiref human
faces. They opined that any face image could benstcucted
approximately as a weighted sum of a small cobectdf
images that define a facial basis (eigen image®),aamean
image of the face. This influenced the work of Tumkd
Pentland [3] where the groundbreaking Eigenfaceboaefor
face recognition was proposed. PCA has stayed tmnbeof
the foremost implemented face recognition algorgamd has
been widely investigated in the academia. PCA delyiused
in face recognition systems since though less ctetipnally
intensive, gives good recognition accuracy. AIBDPCA

ICA attempts to find the basis along which the dathen
projected onto them) are statistically independiémtas been
shown to perform better than the PCA in some litees.
These three algorithms are holistic based / appearbased
approach. The block system diagram of an appeaizased

Salver system that our experiment was patterned afterafothe

algorithms used can be seen in figures | andthefppendix.
Figure 1 gives an illustration of general subspace
appearance-based face recognition system whilerefigl
gives the matching face of such a system The systanuite
simple, input a probe image and project the image iow
dimensional space as shown in the Figures, catcula
distance between the projected image (probe) andrtages
in the database and pick the one with lowest distas the
recognized image. We have used three different lpopu
distance metrics in our experiments which givesyinar
results as will be seen later.

The comparison made in this work is based on thetfeat
very few works have been done to experimentally pame
some of these algorithms in terms of the false jstaree rate
(FAR) and false rejection rate (FRR) based on trelable
literatures. The algorithms investigated in thisrkvavere
chosen because they form the most widely implendeatel
available face recognition systems in the academia.
Particularly, PCA and ICA have enjoyed continuoss and
have been modified severally in the literaturegfenformance
gain and to model a more efficient system. We kele good
analysis can present to the general public how gaiod
efficient the algorithms are, when deployed on ediht
databases. The study can guide the public in chgosn
optimal algorithm.

The rest of the paper is divided into four sectiolrsthe next
section, we reviewed the related works, this ipfe¢d by the
methodology employed, where we give a brief sumroétie
algorithms; next is the section describing the expental
setup and results. Finally, we present the intéaion of the
result and the conclusion.

1. Related Works

We now give a brief survey of some work done orefac
recognition across several algorithms.



Performance Analysis of Face Recognition Systems Based on False Rejection or False Acceptance of Probe Ima&ge

In ref [1], the authors gave a comprehensive suofesgveral
face recognition techniques which include detadeslcription
and classification of the algorithms both for stdind
video-based recognition and should be consulteduidher
review.

Reference [3] proposed a method using PCA whatkcts
the head of an individual in a complex background then
recognizes the person by comparing the charadtsrist the
face to those of known individuals. In referencg][the use
of PCA and Gabor Filters was suggested. FirstlybdBa
Filters, Log Gabor filters and Discrete wavelehs@rm were
used to extract facial features from the origimabge on
predefined fiducial points. PCA was then used &ssify the
facial features optimally and reduce the dimensi®he
approximation coefficients in discrete wavelet sfanm was
extracted and was then used to compute the faogmiion
accuracy instead of using all the coefficients. yrteggested
the use of combining these methods in order toamree the
shortcomings of PCA.

Reference [13] used supervised and unsuperiéseding
algorithms in their system. The supervised leartiag been
carried out with the using a bi-layered artifiai@ural network
having one input, two hidden and one output layére
gradient descent with momentum and adaptive legrrate
back propagation learning algorithm was used tolempnt
the supervised learning in a way that both the temand
corresponding outputs are provided at the timeaifiing the
network, this gave an inherent clustering and oigtch
learning of weights which allowed an efficient riksuThe
unsupervised learning was implemented with the lodla
modified Counter propagation network. The work diomld 4]
builds multiple eigenspaces in terms of illuminatairections
and train illumination direction-specific neuraltwerks on
the feature coefficients projected in the corresiog
eigenspaces. All illumination direction-specific unal
networks are then combined by a neural network rehke
module. In the test phase, using an input imagd \ait
arbitrary illumination direction, their proposed semble
architecture could complete recognition in a umfoway
where they feed the input image into different clas
corresponding to different illumination directionand
obtaining a final decision from the ensemble modileey
claimed a better result than the conventional aggro
The work done in [15] based on 2DPCA, uses 2D featu
obtained directly from original vector space ofaad image
rather than from a vectorized one dimensional (&pace.
Also, in [4], Jian Yang et al two dimensional PC# & new
approach to appearance based face representatidn
recognition system, they claimed their system wisisle for
image feature extraction. They claimed the devealapetem
is more computationally more efficient than the PUkey
gave some reasons why they believed the introdapptbach
i.e. 2DPCA is more suitable than the PCA. Fitsytclaimed
that 2DPCA is more suitable for small sample simbfgms
(like face recognition) since its image covariameatrix is
quite small. Since image representation and retiogrbhased

et al in [16] compared ICA and PCA in the contektao
baseline face recognition system. Their paper shawsthe
relative performance of

PCA and ICA depends on the task statement, the ICA
architecture, the ICA algorithm,and (for PCA) théyspace
distance metric. They then explored the space A/FXA
comparisons by systematically testing two ICA aigpons and
two ICA architectures against PCA with fouffdrent distance
measures on two tasks (facial identity and fackpression).
They showed that the FastICA algorithm configurezbeding

to ICA architecture Il yields the highest perforroanfor
identifying faces, while the InfoMax algorithm canired
according to ICA architecture Il is better for rgotzing facial
actions. In all their experiments, PCA proved tofqen well
but not as well as ICA. However, they did not thstdfects of
registration errors or image pre-processing schemes
recognition accuracy in the comparison. In [17])d2eet al
also worked on comparing three face recognitiomritlgms
namely PCA, LDA and ICA using the FERET face das&ha
Their work presented an independent, comparativeysof
these appearance-based face recognition projestathods
and their accompanied four distance metrics (L1,dd&ine,
and Mahalanobis) in completely equal working caondk.
Their experimental setup yielded 16 different aidpons that
were compared. They gave some hypothesis as bélpwmo
claim can be made about which is the best comloinddir the
different expression task since the differencesatoseem to
be statistically significant (although LDA+COS seetmshe
promising), (2) PCA+L1 outperforms ICA1 and LDA tvit
illumination changes task at all ranks and outpenfICA2
from rank 27 further on, (3) COS seems to be tts tleoice

of metric for ICA2 and gives good results for albpe sets, (4)
ICA2+COS combination seems to be the best choice fo
temporal changes task, (5) In many cases L2 pratioseer
results than L1 or COS even though it is the mestu(6) L1
and COS metrics produced best overall results acadls
algorithms and should be further investigated. Téwycluded
by saying when tested in completely equal workiogditions,

no algorithm (projection—-metric combination) can be
considered the best time and the choice of apptapri
algorithm can only be made for a specific task.

[11. Methodology

Despite the fact that few works have cross exansoade face
recognition algorithms, especially some holistic séxa
algorithms as we opined to discuss in this worky $ew of the
werks have agreed on recognition achieved by these
algorithms. For instance, while some works clain@dave
the best result from PCA, some have argued that ICA
outperforms it in their experiments; others hawanged that
LDA also outperforms PCA which was disproved inauth
works as having the least accuracy. Some works 4§47
extended their approach to include varying distamedrics
for subspace projection which thy believed alsectfithe
result obtained in earlier works since they mostlgn’'t

on PCA (or 2DPCA) is statistically dependent on th&onduct their experiment with respect to the distametrics

evaluation of the covariance matrix (although f@APthe
explicit construction of the covariance matrix denavoided),

available i.e. we cannot totally say an algoritfignsicantly
outperforms another while different distance mestriave

the advantage of 2DPCA over PCA is that the 2DPCReen used. Some other issues that have affectefiffirence

evaluates the covariance matrix more accuratelyc®draper

in the result obtained has been the issue of pregssing of
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images and the number of images trained per clss.
example,
pre-processing algorithms to enhance performance
recognition, another might have simply used onbtdgram
equalization without bothering about using all thther

pre-processing steps used in the former work, alslo the
result that will be presented from the two worksulgodiffer

even if they had used the same face databasejtaigaand
distance metrics for their comparison. In facthits been
shown that ICA architecture | gives a differentuleso ICA

architecture 1l [16]. Lastly, a baseline comparissimould
employ the same face database, for instance,hibauét used
FERET database for his work while author B used Gdlle
database for his work, their results would appdyehe

different slightly or could even give a significastatistical
difference.

Based on these analysis and shortfalls causingligparity
apparent in the results of the earlier works, veenaptivated to

conduct our own original research on comparing ar@

analyzing three holistic based algorithms with ealgforithm

given the same environment to thrive, for example,have
elected to use only histogram equalization [18aaample
illumination normalization step across all databé&seour

experiments. Also we are employing both the FEREh@
with its standard tests (gallery and probe setd) @RL face
database for our analysis. These two databases bese
mostly used in earlier works comparing face recigmi
systems. While FERET database gives the appeallaige

dataset with many classes and fewer images (bdigrgand

probe) per class, the ORL face database on the btwe a
small dataset with fewer number of class and ntoeges per
class. This is expedient for the experiments ascare now
analyze these two databases and get baseline egdarahe

algorithms used. Also, to make our work simple taatlistic,

we have considered only three distance metricg, ishahe
mahalanobis, Euclidean and the cosine distancaasieTrhe
three will be discussed later.

Below, we briefly discuss the three algorithms ugadour

analysis.

ALGORITHMS DESCRIPTION

A. Principal Component Analysis (PCA)

A method of extracting features in a holistic systes by

applying statistical methods such as Principal Camept

Analysis (PCA) to the whole image. PCA can als@applied

to a face image locally; in that case, the approachot

holistic. Irrespective of the methods being ushkd,main idea
is the dimensionality reduction based on extradfirgdesired
number of principal components of the multi-dimensil

data. The goal is to extract the relevant infororatf a face
and also capture the variation in a collectionaafef images
and encode it efficiently in order for us to beeatadl compare it
with other similarly encoded faces.

A method usually used is the Eigenface Method bk Bund

Pentland [3] which
expansion. The work in [3] is motivated by the grdu
breaking work of Sirovich and Kirby in [2] and iased on the
application of Principal Component Analysis to hunfaces.

Principal component analysis provides a methodftciently
represent a collection of sample points,

is based on the Karhunen-Loeve

reducihg t
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dimensionality of the description by projecting ff@nts onto

while one work might have used severdhe principal axes, an orthonormal set of axestpwrin the

directions of maximum covariance in the data. imizes the
mean square error for a given number of dimensems
provides a measure of importance for each axisalgeaithm
is as follows:

1. Let's assume the face images in our databasg s X3 X4

....... , Xv then find the mean image which is

1
=L X, (1)
2. Next, we have to know how each face differs fromriean
image above like thigb, = X, - ¥ )

This set of very large vectors is then subjectringipal
component analysis, which seeks a set of M orthalgon
vectors, |J, which best describes the distribution of the data
The K" vector, , is chosen such that the eigenvalues ;
= By (UF &, )’ (3)
hich is also subject to eigenvecli#Fl,;, where the vectors
k and scalardy are the eigenvectors and eigenvalues,
respectively of the covariance matrix C of thertirag images
depicted as
C=~Sr. b, ¢f = 44" (@)

In essence, we are calculating the covarianceb@tr
3. The matrix A= by, ¢2, d3...... ¢m]- The covariance matrix

C, however is Rix N° real symmetric matrix, and

determining the Reigenvectors and eigenvalues is an

intractable task for typical image sizes. Weda
computationally feasible method to find these
eigenvectors.

Following these analyses, we construct the M x Mrixa
L = ATA where Ly,= $'mdnand then find the M eigenvectors,
V; of L. These vectors determine linear combinatidrthe M
training set of face images to form the eigenfageshich we
represent as

U = TP Vig &y
Where I =1...... M.

The associated eigenvalues allow us to rank the
eigenvectors based on how useful they are in ctaraing
the variation among the images. This algorithm ksawell
because of the evaluation of the eigenvalues
eigenvectors of the real symmetric matrix Latthis
composed from the training set of images.

)(5

and

B. Two Dimensional
(2DPCA)

Principal Component Analysis

2DPCA unlike the conventional PCA method uses tbe 2
features obtained directly from original vector apaf a face
image rather than from a vectorized 1D space. Tbigel
system was first proposed in [15]. Its advantages BCA are
detailed in [4]. Also, unlike the PCA where Euckaleor
Mahalanobis distance is used as the classifier, QDBses
Volume measure (VM) to classify the distance of ftinebe
from the face space and its calculated using thedta V (A)
= 4/AAT where A is the matrix of full column rank a#d is
its transpose. Below, we briefly describe the pssdavolved
in classification and recognition.

Considering a training face set {X1,X2, . .. ,XNgPPCA
uses all training samples to build the total sancpleariance
matrix C as seen in the equation below.
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C=E[X-E(X) T (XEX) =-El.x —w)T  (6)

Where Xi is the'f training sam_ple, which is [h x w] matrix and

¥ denotes the mean sample matrix of all training mam
matrix, and N is the number of training samplese Hovel
idea in 2DPCA is to select some good projectiortanscby
using the total scatter of the projected samphés,is denoted
by the trace of the covariance matrix of the prigddeature
vectors. The algorithm continues as follows

J (w) = tr (Sw) where Sw is the covariance matrixthe
projected feature vectors of the training images &(Sw)
stands for the trace of Sw. In order to maximizedtiteria in
the equation above, Sw is equal to find a projectivection
w, onto which the total scatter of the projectechsies is
maximized. We can represent the covariance matvikysthe
equation 7 below

SW=E[y—EW)]IT [y-E(Y)] = EIX-E)DWIT [(X-E(X))w] (7)
Based on the first equation, we can derive J(W3hasvn in
equation 8 thus J(w) = W&, (8)
The optimal projection axes, wiw2, . . . ,wd, dahe
orthonormal eigenvectors of C corresponding to fifet d
largest eigenvalues. It has been proven in previaugs that

the covariance matrix in 2DPCA can be computed mo

efficiently and easily than obtainable with PCA]1A feature
matrix Yi = [yil, yi2, ... yid] for each training facsample (or
each sample in gallery set) can be obtained¥zy = X;. I,
where k=1,2,. .. ,d. In the similar fashion, #i2PCA model
also gets a feature matrix Yt ¥, [, ¥.., ... [, ¥:4] for each
testing face sample after the transformation by QBRas
briefly described above. Then, a nearest neighlassifier
based on the matrix distance is used for classifica

C- arg min d(Yt ,Yi) - arg miBi_, || ¥ tk yik||; (9)
Where
d (Yt, Yi) = Zf, ||y tkyik ||z, CZ [1,2,....,N], (10)

it should be of note that the distance betwEeand', is
minimal. Also,¥; belongs to the class whe¥ebelongs too.
The above described procedure is as done in [2d]
employed in 2DPCA.

C. Independent Component Analysis

While PCA decorrelates the input data using secmdé+
statistics and thereby generates compressed datia
minimum mean-squared re-projection error, ICA miais
both second-order and higher-order dependencibg imput.
It is intimately related to the blind source sepiara(BSS)
problem, where the goal is to decompose an obsesigeal
into a linear combination of unknown independent
signals. In this paper, we use the FastICA algoridis against
other methods such as InfoMax or Maximum likelihdbdt
can also be employed.

find the mixing matrix A or the separating matrix[¥\.] such
that U = Wx = WAs (13)

is an estimation of the independent source signals.
Independent Component Analysis aims to transforendita
as linear combinations of statistically independiata points.
Therefore, its goal is to provide an independethierathat
uncorrelated image representation. ICA [42] is keraative
to PCA which provides a more powerful data represem.
It's a discriminant analysis criterion, which caa bsed to
enhance PCA. The ICA algorithm is briefly detailelow:
Let cx be the covariance matrix of an image sampl@he
ICA of X factorizes the covariance matrix, Gnto the
following form: G, = FAF' (14)

whereA is diagonal real positive and F transforms thgioail
data into Z (X = FZ). The components of Z will e tmost
independent possible. To derive the ICA transfoionaf,

X = ®A *U (15)

Where X andA are derived solving the following Eigen
problem:

Cy = PAD" (16)

Then, there are rotation operations which derivkependent
gomponents minimizing mutual information. Finally,
normalization is carried out.

We have elected to employ ICA architecture |, theparison
of architecture | and Il can be found in [16]. Wek give a
brief breakdown of this architecture. If X is takenbe the
mixing model, then the input face images in X avasidered
to be a linear mixture of statistically independeasis images
S combined by an unknown mixing matrix A. The ICA
algorithm learns the weight matrix W, which is usedecover
a set of independent basis images. In this ar¢hitecthe face
images are variables and the pixel values providewations
for the variables. The source separation, therefase
performed in face space. Projecting the input imageo the
learned weight vectors produces the independeit inaages.
The compressed representation of a face imageéstar of

aBoeficients used for linearly combining the independestis

images to generate the image. Bartlet et al [2§] &pply
PCA to project the data into a subspace of dimengioto
control the number of independent components predidxy
ICA. The InfoMax algorithm is then applied to the
VBigenvectors to minimize the statistical dependamseng the
resulting basis images. This use of PCA as a pegssor in a
two-step process allows ICA to create subspacsizefm for
any m. Liu et al in [22] opined that pre-applyin@C#&
enhances ICA performance by discarding small bgili
eigenvalues before whitening and also by
computational complexity by minimizing pair-wise
dependencies. PCA decorrelates the input datagthaining
higher-order dependencies are separated by ICA.

The FastiCA method computes independent cCOmpOMBNtS \jathematical, we can describe this architecturielimws: let

maximizing non-Gaussianity of whitened data disttidn

using a kurtosis maximization process [48]. Thetdsis
measures the non-Gaussianity and the sparsendiss fz#fce
representations.

Let s be the vector of unknown source signals aie the
vector of observed mixtures. If A is the unknownximg

matrix, then the mixing model is written as

X =As (12)

It is assumed that the source signals are indep¢mdeach
other and the mixing matrix A is invertible. Based these
assumptions and the observed mixtures, ICA algosttry to

R be a p by m matrix containing the first m eigetwecof a
set of n face images.

Let p be the number of pixels in a training imatee rows of
the input matrix to ICA are variables and the caignare
observations, therefore, ICA is performed oh. Rhe m
independent basis images in the rows of U are ctedms
U=W=*R" (17)

Then, the n by m ICA cdficients matrix B for the linear
combination of independent basis images in U ispard as
follows:

Let C be the n by m matrix of PCA dieients. Then,

reducing
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C=X*RandX=C*R (18)
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The gallery contains the same 1196 images as tharfeB

From U = W * R and the assumption that W is invertible weDuplicate | galleries, while the probe set contdifid images.

getR=w'*U.

Therefore, X=(C*W)*U= B*U (19)

Each row of B contains the dfieients for linearly combining
the basis images to comprise the face image in t
corresponding row of X. Also, X is the reconstrantiof the
original data with minimum squared error as in PC#].

V. Experimental Setup

A. Database Used

We adopted two of the foremost face databasetheeORL
and FERET databases. The ORL face database coofsifds
subjects with 10 images per subject. The imageg waken
under different pose, light intensities and fa@apressions.
The dimension of each image is 92 by 112 in which t
background has been typically removed.

On the other hand, The FERET face recognition desalis a
set of face images collected by NIST from 1993987 The
FERET database contains images of 1,196 individuweth
up to 5 different images captured for each indigldahe
images are separated into two sets i.e. the gatieages and
the probe/test images.

Each image contains a single face. Prior to prangsshe
faces are registered to each other, and the baakgsoare
eliminated. In this study, only head-on imageswmed; faces
in profile or at other angles are discarded. Ofipalar interest
is the structure of the database. The gallery domtig 196 face
images. For this study, the training images araralomly
selected subset of 500 gallery images. Most imptytathere
are four different sets of probe images: usingténminology
in, the fafb probe set contains 1,195 images gesttbtaken at
the same time as the gallery images. The onlyrdiffee is that
the subjects were told to assume a different faoipression
than in the gallery image. The duplicate | probecemtains
722 images of subjects taken between one minutel @81
days after the gallery image was taken. The dugliigprobe
set is a subset of the duplicate | probe set, wttergprobe
image is taken at least 18 months after the gaiteage. The
duplicate Il set has 234 images. Finally, the fafobe set
contains images of subjects under significantlyfedént
lighting. This is the hardest probe set, but unfoately it
contains only 194 probe image&3allery images are images
with known labels, whil@robe images are matched to gallery
images for identification.

The database is summarized as briefed below:

FB: Two images were taken of an individual, one aftex
other. In one image, the individual has a neutesial

Duplicatell: Images in the probe set were taken at leastrl yea
after the images in the gallery. The gallery cordaB64
images, while the probe set has 234 images.

For our experiment, we used only the Duplicate dllayy
images.

B. Pre-processing

Histogram equalization [18] was applied on all imsg
prior to the beginning of the experiments. All ilmagwere
rescaled to 60 by 50 dimensions. Also, the backutaletails
were removed.

For the FERET face database, images were firstadlpati
transformed (to get eyes at fixed points in imageaged upon
a ground truth file of eye coordinates supplied withoriginal
FERET data. We have developed a program for automat
rotation and cropping of all images without placiagy
rectangular mask on each face for background editiain.
This pre-processing was done for all the databiasdsoth the
FERET and the ORL database.

C. Distance Metrics Used

The main objective of similarity measures is toinkefa
value that allows the comparison of feature vecforduced
vectors in eigenspace frameworks). With this meaghe
identification of a new feature vector will be pibds by
searching the most similar vector into the databgls is the
well-known nearest-neighbor method. One way to néefi
similarity is to use a measure of distance, d(iry)hich the
similarity between vectors, S(x,y) is inverse te tistance
measure. We used three well known distance measutem
methods for our experiments, these are the Mahhigno
Euclidean and the Cosine metrics. They are brigdiscribed
below.

Euclidean Distance is given by:

d(x, y) =/ (x —y)"(X - V) (20)
Cosine Distance is given by:

XT}f
S(x,y) = Cos (x,y) =" (21)
M ahalanobis Distance is given by:
D(x,y) =(x—y)"R'(x~y). (22)

expression, while in the other they have non-néutra Where R denotes the correlation matrix

expressions. One of the images is placed into #lerg file
while the other is used as a probe. In this catedbe gallery
contains 1,196 images and the probe set has Ini&jes.

Looking at these distance metrics geometricallig, diistance
has a scaling effect in the image space. Taking int

Duplicate I: The only restriction of this category is that theconsideration the face image subset, directiona/tiich a

gallery and probe images are different. The imagesd have
been taken on the same day or a year apart. lodtagory, the
gallery consists of the same 1,196 images just thie FB
gallery while the probe set contains 722 images.

Fc: Images in the probe set are taken with a diffecantera
and under different lighting than the images indgaéery set.

greater variance exists are compressed and dinedtiovhich
a smaller variance exists are expanded. It camdaeed that in
the PCA space the Mahalanobis distance is equivadetie
Euclidean distance, weighting each component bynverse
corresponding eigenvalue, and it is often calleditgving
(PCA) Transformation.
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In this section, we present the experiments comrdudh

comparing the three analyzed algorithms. The algyms were
implemented successfully as done in the reviewetksv@ he

face database used includes the Olliveti Reseasibh(ORL)

face database and the FERET face database. FERHiamy
class but fewer images per class while the othefdvaer class
with m,ore images per class (ORL).

The tables below shows the summary of the resbliaimed,
with each table describing the results obtaineceumach of
the two face databases used. The first table shueveesult
obtained in the ORL database while the other owevstthe
result from the FERET database with each tablengithe
result for each separate gallery set of the FERE&H U

The ORL face database consists of 10 images eadb of TaABLE |

distinct subjects. The images were taken at diffetene
varying the lighting, facial expression (open/chbseyes,

smiling/not smiling) and facial details (glasseso/ glasses).

All the images were taken against a dark homogen

background with the subjects in an upright fromakition

with tolerance from some side movement. On therdthed,

the FERET face database has more classes tharRihea® a

matter of fact, it has more probe set per classtt@ORL as it

consists of a very large dataset.
For the FERET database, we trained the PCA algoritking

a subset of classes for which there were exaatbetimages

Algorithm Face Distance Accuracy
Used Database Metric (%)
PCA ORL Mahalanobig 72.43
ZDPCA ORL Mahalanobis 72.72
ICA ORL Mahalanobis| 74.27
PCA ORL Euclidean 83.61
2DPCA ORL Euclidean 87.13
ICA ORL Euclidean 87.42
PCA ORL Cosine 76.37
2DPCA ORL Cosine 76.81
ICA ORL Cosine 82.13

per class. There exist 225 such classes, howeeaandomly
sampled 95 which were selected and used in theriengat.
giving us 285 images in all trained. 40% of thegd Bnages

Figure 1 Table showing the recognition accuracy under ORL

face database.

were selected as recommended by the FERET standard

resulting in 114-dimensional PCA Subspace.
This subspace was used for recognition as PCAsjpaee and
as input to ICA and 2DPCA. After deriving the subsgs, all

images from data sets were projected onto eactpaobsand
recognition using nearest neighbor classificatioth warious

distance measures was conducted. The same procedare

employed for the ORL face database; however, timeges

were picked as probe set while the rest were tdaimken

working on each of the algorithm.

Histogram equalization was applied on all the insagpe

the databases including images used as probeslén tr get

efficient results. Comparisons were done basecherfalse
Acceptance Rate (FAR) and False Rejection Rate JF

observed from each of the algorithms under diffeface

TABLE I
Algorithm Face Distance Accuracy
Used Database Metric (%)
PCA Fb Mahalanobig 71.27
2DPCA Fb Mahalanobis 71.32
ICA Fb Mahalanobis| 72.40
PCA Fb Euclidean 83.45
2DPCA Fb Euclidean 83.35
ICA Fb Euclidean 67.92
LBCA Fb Cosine 81.91
"2DPCA Fb Cosine 80.73
ICA Fb Cosine 81.02

databases and distance metrics. The next sectmmsstihe

results obtained during the experiments.

V. Results

We present here the comparative results obtainedglaur
analysis of the implemented algorithms for the ggition

Figure 2 Table showing the recognition accuracy under ORL

face database.

accuracy in terms of FAR and FRR. We applied aalesg
algorithm for all the images to be of the same escahe

algorithms were implemented successfully using MABL

7.0 and trained and simulated on a Pentium-IV @Hy),

2GB RAM to provide valuable results.

We computed our recognition accuracy by adding

percentage of false acceptance (in which the sys

mistakenly recognize the image of another persdheaprobe

person) with that of false rejection (in which thestem was

unable to truly recognize a probe even though tlubeds

TABLE Il
Algorithm Face Distance Accuracy
Used Database Metric (%)
PCA Fc Mahalanobig 41.91
2DPCA Fc Mahalanobis 41.93
ICA Fc Mahalanobis| 41.93
heca Fc Euclidean 56.46
SHPCA Fc Euclidean 38.22
ICA Fc Euclidean 35.37
PCA Fc Cosine 52.31
2DPCA Fc Cosine 46.32
ICA Fc Cosine 51.29

images are in the training database) and thenehitcby two

since we added the two false percentage up, thésgis an
average error recognition. To get the recogniticcueacy, we
deducted the average error recognition from 100.

Figure 3 Table showing the recognition accuracy under
FERET face database
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done similar to this but with slight differenceseWave also
shown that using different databases for comparisay give
a statistically significant variance, as such; asdtiae
comparison should employ the use of several fatabdaes
before conclusion. Issues of distance metrics hsee been
observed also in this work, generally, we achievesk result
when Cosine is used as the similarity calculatolfpived by
Euclidean and Mahalanobis distance. Since the ithgas
analyzed here are based holistic based system#heifur
comparative work can include more algorithms botimfthe
holistic and feature based approach to allow richextensive

TABLE IV

Algorithm Face Distance Accuracy
Used Database Metric (%)
PCA Dup | Mahalanobig 37.33
2DPCA Dup | Mahalanobis 37.34
ICA Dup | Mahalanobis| 37.36
PCA Dup | Euclidean 35.23
2DPCA Dup | Euclidean 35.34
ICA Dup | Euclidean 35.19
PCA Dup | Cosine 36.72
2DPCA Dup | Cosine 33.28
ICA Dup | Cosine 36.84

Figure 4 Table showing the recognition accuracy under

FERET face database

TABLE V

Algorithm Face Distance Accuracy
Used Database Metric (%)
PCA Dup Il Mahalanobig 42.56
2DPCA Dup Il Mahalanobig 43.40
ICA Dup Il Mahalanobis| 44.01
PCA Dup Il Euclidean 33.13
2DPCA Dup Il Euclidean 34.18
ICA Dup Il Euclidean 35.29
PCA Dup Il Cosine 21.78
2DPCA Dup Il Cosine 23.51
ICA Dup Il Cosine 24.93

Figure 5 Table showing the recognition accuracy under
FERET face database

As can be observed from the tables above, thermystised on

ICA seems to give the best accuracy under the datebused

even though it takes more time during training (#$sue of
training time has been ignored completely and thos
included in this work i.e. our analysis does noterdraining
and execution time because based on our persona wie
believe the most important factor is still the aecy
irrespective of the training and recognition timejmpared to
other systems that it was compared with. The 2DRGA

analysis.
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