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Abstract: Providing Group Recommendations is an open
research area. In the proposed scheme, the combined entropy
based similarities using positive and negative preference ratings
among training users are used to extract Similar Taste Users
(STUs). Such STUs build a group for the target user from which
group recommendations are generated. Using information gain,
it further computes top N individual recommendations from
these group recommendations based on opposite user
preferences.

In this paper, a method is proposed to overcome the sparsity
among preferences of group members. Genre based similarity
(based on implicit multi criteria information) among target user
and each group member generates genre based profile of target
user which in turn increases the density of preferences among
group members. Movie Lens dataset is used for experiments. It
shows significant improvements in overcoming sparsity problem
in group recommender systems and performance measures used
shows improvement in recommendation quality.

Keywords: Group Recommendation, Sparsity Problem, Genre
Based Similarity, Entropy, Information Gain, User Rating
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1. Introduction

A. Background

Recommender systems [1] are widely used in helping people
to make decisions in exploring their interest in various
information domains like books, movies, web pages, etc. In
fact, the items recommended by the recommender systems are
mostly used by the groups rather than by individuals, for
example recommending a movie or a television show to a
target user who may watch the recommended movie with
family or with work colleagues, or friends. A Group
Recommender System is a recommender system aimed at
generating a set of recommendations that will satisfy all the
members of the group. For example, music selection in public
places [2], tourist attractions [3], holiday destinations [4],

movies [5], and TV programs [6], are few examples of group
recommendations.

One of a well known technique adopted in today’s group
recommendation system is Collaborative Filtering [7, 8, and 9]
which suggests items, based on aggregated ratings of group
members for all available items. Actually, it recommends to a
target user those items which the target user has not rated as
yet and has been liked by most of his/her group members.

If two users have similar rating patterns then they are
referred as Similar Taste Users ‘STUs’. Such STUs can be
combined to form a group. The quality of group
recommendations depends on selection of STUs within
groups.

When a movie is liked by two users, it reflects positive
preference of these two users for the movie; whereas if both
users dislike a movie, it reflects their negative preference for
the movie. In both the cases, the two users reflect similar taste.
Actually, positive and negative preferences together govern
the degree of similar taste between two users with respect to a
set of movies. In this paper, combinations of these positive
and negative preferences are used in order to find STUs which
forms a group. A target user is assigned that group in which
maximum number of group members is demographically
similar to the target user. For example, if target is a male, then
that group which has maximum males will be assigned as
most promising group to this target user.

In Group recommenders, there is a need for an
aggregation mechanism to represent the group
recommendations. To aggregate the preferences of all the
group members, two methods in literature are suggested [10].
The first strategy creates a joint profile for all users in the
group and provides the group with recommendations
computed with respect to this joint profile [6]. The second
strategy aggregates the recommendations of all users in the
group into a single recommendation list [11, 12]. In the
proposed approach, individual user profiles (preferences)
have been aggregated rather than individual recommendations.
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One of the aggregation strategy [13, 14] is to average the
preferences of individual users in order to obtain Top N group
recommendations for the target user. In this paper, local
popularity of items within the group is used to aggregate the
preferences of group members.

Further, the generation of individual recommendations
from group recommendations is possible. The authors intend
to filter individual recommendations from group
recommendations without user intervention. In contrast to
similar taste, if a target user likes a movie and any of his group
member dislikes this movie or vice versa, then these opposite
preferences makes up dissimilar taste. The generation of
individual recommendations is possible by analyzing
dissimilarity of preferences among target user and the group
members. In this paper, the authors exploit these opposite
preferences between a target user and the group members,
which act as a filter on group recommendations to generate
individual recommendations. In this paper, group formation
and individual recommendation are obtained using
Information Entropy and Information Gain respectively.

B. Problem Statement

In the group recommendation algorithm, the rating of group
members of demographically similar group Gr directly affects
the quality of predicted recommendations. In other words, the
effectiveness of Group Recommender Systems highly
depends on the profile completeness (ratings) of group
members within the group. The higher is the number of not
null entries in the Group Rating Table, the better are the
profiles of group members within the group.

On a platform like World Wide Web, there might be
millions of items that these group members can access. But,
they can’t experience even 1% of them. For instance,
Amazon.com has several millions of items and 1% of them
are more than 10,000 items which these group members can
hardly access [15]. Thus, group Rating Table may have many

missing entries and end up with incomplete group information.

The low ratio of rated items to the total of available items in
the group Rating Table is referred as sparsity problem. The
Sparsity Level of a group is expressed in (1).

‘ Not NullEntriesin GroupRatingTable ‘

(1)

SparsityLevel=1- — -
‘ Entries in GroupRatingTable ‘

If the data is too sparse in group rating table, it is possible that
good quality group recommendations cannot be predicted
because the aggregated group ratings will not depict the true
picture of group tastes. This is one of the main limitations in
group recommendation. In such a scenario, despite the fact
that, group members (STUs) have similar tastes among them
on few rated items, but still no quality recommendations can
be predicted for the target user. In order to generate group
recommendations from such Sparse Groups, the sparsity of
the group should be reduced.

Although generation of group recommendations has drawn
the attention of academics and practitioners since long,
methods and techniques for alleviating sparsity problem
remain an open problem for the researchers. Early typical user
profile building approaches, although successful at the
academic level, rely upon implicitly or explicitly acquired
rating data denoting users’ interest but are rarely concerned
with demographic genre attributes of items being rated by the
group members. In case of movies, genre attribute can be
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action, romantic, children, horror etc. These demographic
genre attributes of items can play an important role in
reduction of sparsity.

In this paper, the proposed technique will focus on
reduction of sparsity problem of identified group thereby
extending rating profiles of group members. The proposed
technique demonstrates how item genre attributes can be
incorporated in the demographically similar group to alleviate
sparsity among group members.

In this paper, the major contributions are as follows:
1) partitioning of STUs into groups using Entropy, 2)
reduction of sparsity in demographically similar groups based
on genre attributes of items and 3) generation of individual
recommendations from group recommendations using
Information Gain. We have also evaluated the efficiency of
our approach using a Movie Lens dataset based on movie
ratings.

The remainder of the paper is organized as follows. Section
2 highlights the research related to sparse ratings and group
recommender systems. Section 3 details the proposed
approach to generate group recommendations with emphasis
on reduction of sparsity of the group based on demographic
genre attributes of items in the group. The proposed group
recommender uses Information Gain to filter individual
recommendations from group recommendations for a target
user. Section 4 highlights the testing procedure and discusses
the results based on Movie Lens data set. Section 5 concludes
the paper and provides an overview of future work.

II. Related Work

A. User Similarity based on User Preferences

Collaborative filtering based on rating data is a widely used
recommendation technique in many fields, such as news,
Movie, book, CD, video, joke, etc [15]. A survey on
collaborative recommender can be found in [1]. Goldberg
used collaborative filtering to build a system called Tapestry
for filtering emails [16]. Group Lens [17] first introduced an
automated collaborative filtering system using a
neighborhood based algorithms. Sarwar proposed a new CF
algorithm based on similarity of items instead of neighbors
[18]. Its accuracy was better than neighbor based CF. All
these systems generate recommendations in which, the items
to be recommended come from other people with similar taste
[19].

User profiling is usually based on positive preferences
(rating pattern between users). The resulting profiles are
usually incomplete due to the impatience or forgetfulness of
the users. Negative preferences could potentially be applied to
information filtering and collaborative recommender systems.
There has been a range of research which uses negative
preferences. For instance, the Adaptive Radio [20] is one
example of work that explored the value of explicitly
modeling negative preferences for group recommendation.
They used negative preference profiling to determine which
solutions are unsatisfactory to individual users and assumed
that remaining solutions are satisfactory.

Many Recommender Systems have explored a range of
combination of positive and negative preferences [21, 22] to
capture user’s current interests and preferences for various
items like movie, book, web page, etc. In [21], the authors
observed that negative ratings were also as important as
positive ratings in the recommender systems. They used a
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tunable parameter to obtain linear combination of these
ratings. In [22], the authors observed that by taking harmonic
mean of positive and negative preferences, success rate of
reciprocal recommendations was increased in comparison to
using the positive model of preferences alone.

Depicting similarity between two arbitrary users is an
important task in recommender systems. Similarity can be
computed by analyzing positive and negative ratings among a
user pair for various movies. Measures such as correlation,
cosine, adjusted cosine and entropy can be used to compute
combined similarity among arbitrary users. Information
Entropy is a better similarity measure than other similarity
measures [23] because it gives low Means Absolute Error
values as compared to any other method. It can be useful to
reduce prediction error in collaborative recommendation
systems. In [24], entropy based collaborative filtering
algorithms provided better recommendation quality than user
based algorithm and achieved recommendation accuracy
comparable to the item based algorithm. So, the authors have
used entropy based combined inter user similarity measure to
generate group recommendations.

But these methods are not adapted to generate group
recommendations for sparse data. Information Gain can be
used to generate individual recommendations from group
recommendations. It is derived from entropy and can be used
as an attribute selection method. In text classification, it can
be understood as the expected entropy reduction by knowing
the importance of an attribute [25]. In this paper, the authors
use Information Gain to generate highly liked attributes by the
target user, in order to generate individual recommendations,
without user intervention.

B. Group Recommender Systems

Group Recommender Systems [26] were developed to support
the recommendation process in activities that involve more
than a person. Group-based recommendations are pertinent to
many domains and applications, such as music [2], movies or
TV programs [5, 6], tourism [3, 14], and others. Some well
known Group Recommender Systems are MUSICFX [2],
POLYLENS [5], INTRIGUE [3] and YU'S TV
RECOMMENDER [6]. MUSICFX selects a radio station for
background music in a fitness centre that suits the taste of
people working out at a given time. POLYLENS recommends
movies where an individual’s tastes are inferred from ratings
and social filtering. INTRIGUE recommends places to visit
for tourist groups by further sub grouping within a group.
YU’S TV RECOMMENDER predicts a television program
for a group to watch.

Till date, group recommendations have been mostly generated
using two approaches: aggregating individual preferences into
group models or aggregating individual predictions into group
predictions. INTRIGUE and POLYLENS aggregate
recommendations, while MUSICFX and YU'S TV
RECOMMENDER aggregate profiles. Masthoff [13, 14]
employed user studies, not to evaluate specific approaches,
but to determine which group aggregation strategies people
actually use. Results indicated that people particularly use the
following strategies: Average, Average without Misery and
Least Misery. POLYLENS uses the Least Misery Strategy.
INTRIGUE uses a weighted form of the Average strategy.
MUSICFX uses a variant of the Average without Misery
Strategy. YU’S TV RECOMMENDER also uses a variant of
the Average Strategy.
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In the proposed approach, group recommendations are
generated by aggregating individual preferences. Average
Strategy based on local popularity on items within the group is
used to aggregate the preferences for items produced for each
group member into a single group recommendations’ list.

C. Sparsity Problem

Usually, web surfers are reluctant in specifying their
preferences, explicitly or implicitly, for the items they
purchase (online shopping), view (web pages) or rate
(products like movies). Also in usual practice, web surfers
purchase few common items from an endless list of items
available online for shopping. Also, they visit and tend to rate
entrant pages of websites more as compared to deeply seated
web pages on the websites. Further, in case of rating movies,
web surfers view and rate common movies more as compared
to less popular movies. So, profile of web surfer has many
unknown preferences leading to sparsity. The similarity
computations are highly affected by these sparse profiles of
two web surfers.

In practical application, rating data is very sparse [1],
which leads to construction of group. The sparsity problem
has been acknowledged as the most important drawback in
collaborative filtering algorithms [27, 28, 29 and 30]. The
group recommender inherits this problem too. The problem
can be resulted for too few rating data which make it hard to
aggregate the predicted ratings of each group member and
make it impossible to determine good quality group
recommendations. Actually, if user pair has positive or
negative preferences for only few items, then the contribution
of these ratings is marginal in combined inter user similarity.
Providing effective recommendations in presence of sparsity
among users is of fundamental importance to collaborative
recommender systems.

The item-based collaborative filtering method was
proposed to address sparsity problems, and it has proven to
outperform the user-based method in recommendation
qualities [8]. Previous Works based on overcoming sparsity
problem include combining content based filtering and
collaborative filtering to link contextual information among
items [31, 32 and 33]. Clustering items or users to reduce
dimensionality are also used to alleviate the sparsity problem
[34]. And Papagelis et al. [35] applies trust inferences
between users which refer to as social network to provide
additional information that helps to deal with the sparsity
problem. In [36], existing similarity measures were weighed
by using information entropy. The results not only showed
reduction in MAE but was also found to be robust for sparse
dataset. The authors in [36] concluded that, if information
entropy is applied to the formation of nearest neighborhood
and predicting preference score, recommendation error will
decrease.

By considering multi criteria information in a
recommendation generation process, the quality of
recommendations improves [37]. But, by explicitly asking
users to provide their preferences on several criteria’s (genre
attributes) of available items may not be feasible. The genre
attribute of items along with user preferences formulates a set
of useful implicit dataset to support multi criteria information
[38]. The authors in reference [38] showed that such implicit
multi criteria dataset extended the capabilities of traditional
single criteria recommender system in less time and effort.

In this paper, the proposed group recommender aims to
increase density of preferences among members of the most
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promising group of the target user by using genre attribute of
items along with user preferences. The purpose is to
demonstrate how some basic demographic genre attributes of
items when applied to group members can help in providing
additional multi criteria information that helps to alleviate
sparsity problems of group recommender systems.

III. Proposed Scheme

The architecture of the proposed Group Recommender
System is shown in Figure 1. The target user provides
demographic information such as age, gender and occupation
during the registration process. After few clicks, the target
user awaits for recommendations from the system. The
preferences (composed of likes and dislikes) of the target user
on these few clicks which define the target user’s initial
preference profile. The proposed framework not only
generates Top N Group Recommendations for the target user,
but also Individual Recommendations are generated for this
target user. The main components of the proposed Group
Recommender System are Offline Unit, Interface Unit, and
Group Recommendation Unit.

Offline Unit creates knowledge base, which is used by
Group Recommendation Unit to generate recommendations.
The backbone of Offline Unit is the Group Formation Unit
which generates various groups ({Gi, G,... G, }; stored in
Gset), Where each group G; consist of similar users. The
selection of users in the same group is determined by entropy
based similarity of positive and negative preferences between
training users. A set of demographic classes (Ds,) is formed
on all possible values of demographic attributes of a user. For
example, if gender is the only attribute considered for a user,
taking either value ‘M’ if user is male or ‘F’ if user is female;
then two demographic classes are formed which are
collectively stored in Dse; = {Dpate; Dremate - Group Formation
Unit finds support of each group G; for all possible
demographic classes and stores this information in the
knowledge base along with Gge.

Target User and Group Recommender Unit are two
basic entities in any group recommendation generation
process. Interface unit acts as an interface between these
entities. It fetches the demographic attributes of the target user
along with initial preference profile i.e. Click Stream Pattern
from the current session of target user and sends the request to
the Group Recommendation Unit, where Top N Group and
Individual Recommendations are furnished. Finally, the
Interface Unit displays the aggregated Top N Group
Recommendations along with Top N Individual
Recommendations for the target user during his/her current
session.

Group Recommendation Unit consists of Group
Identification Unit, Group Modification Unit, Group
Aggregation Unit and Group Filter Unit. The Group
Identification Unit identifies a particular group Gr (such that
Gt € Ggy) for the target user Ur based on his/ her
corresponding demographic class Dt (such that Dt € D).
The sparsity problem in Collaborative Filtering, leads to
sparsity in the identified group Gr. For reflecting sparsity in
Gr, it is referred as ‘SparseGr’.

Group Identification Unit passes the SparseGr group
to Group Modification Unit, which intends to reduce the
sparsity in the SparseGr group based on various genre classes
of an item like Action centric, Romantic centric; Children
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centric, Horror centric (as discussed in section 4). It initially
constructs genre attribute based profile of the target user
(GAPUr) based on initial user profile. It then constructs genre
attribute based profile of each member (GAPGM,) of the
SparseGr group. These profiles of group members are stored
in Group Genre Attribute Profile Set (GGAPs,). Using this set,
genre based similarity, ‘GenreSim’ of each group member is
obtained with the target user using correlation and stored in
GSim. It then constructs complete genre attribute based
profile of the target user (CGAPUr) based on classic user
based Nearest Neighbor Collaborative Filtering. This
complete profile of the target user is used to fill in the missing
entries in the original identified group (SparseGr), in order to
get a new group (DenseGr).

In order to derive group recommendations for the
target user, the Group Modification Unit passes the DenseGr
group to the Group Aggregation Unit which extracts unrated
preferences (items) of the target user from DenseGr group and
stores these items in group Recommendation set (GRge). It
uses local popularity of items in the DenseGr group to
aggregate the preferences of group members for these items.
The average values reflect the weight of each
recommendation in GRs.. These weights are stored in the
GRset. The GRs, is sorted in decreasing order of weight.
Finally, top N group recommendations are passed to the
interface unit.

In order to derive individual group recommendations
for the target user, the group modification unit passes
CGAPUFr to the Group Filter Unit along with DenseGr. Group
Aggregation Unit passes GRg to Group Filter Unit which
wishes to identify those attribute values which differentiate
most promising individual recommendations from the set of
group recommendations stored in GRs.. Using Information
Gain, it exploits opposite preferences of target user with
respect to preferences of members of DenseGr group to
produce highly informative attribute values, reflecting target
user’s hidden liking for these selected attribute values. Finally,
in order to derive individual recommendations for the target
user, Group Filter Unit obtains score of each recommendation
in GRg. It then sorts these recommendations in decreasing
order of score. These recommendations are stored in IRg
from which top N individual recommendations are passed to
the interface unit. The remainder sub sections, discusses the
working of Group Formation Unit, Group Identification Unit,
Group Modification Unit, Group Aggregation Unit and Group
Filter Unit with a suitable example.

A. Group Formation Unit

Movie Lens uses users’ ratings matrix ‘M’ (1 to 5 likert scale)
depicting users likes (rating greater than equal to 4 on likert
scale) and dislikes (rating less than equal to 3 on likert scale)
to generate personalized recommendations. The user rating
matrix ‘M’ is split into Training (T;) and Test matrix (T5); T,
matrix is further split into training level I matrix (L;) and
training level II matrix (Ly) which are required inputs of
Offline Unit. The roots of the proposed Offline Unit have
been extensively discussed in [39, 40]. The dispersion of
positive and negative preferences between target user U, and
user U, with respect to the set of rated items represents the
similarity between these two users. After division of user
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Figure 1. Proposed Framework

session into two levels, if 7Sim,(U, U, and TSim,(U, U,) are
both non zero quantities, then the harmonic mean of the of
similarity of positive and negative preferences, at both the
levels defines the Combined Inter user similarity Sim.(U,,U,)
which is calculated using Equation 2. If 7Sim,(U, U,) is zero
then the Combined Inter user similarity Sim (U, ,U,) is
reduced to 7Sim,(U,U,) only. Likewise, if TSim,(U, U,) is
zero then the Combined Inter user similarity Sim.(U,,U,) is
reduced to 7Sim,(U, U,) only.

2% TSim, (U,,U,) * TSim, (U,,U,)

Sim,(U,,U, )=
(U0 (TSim,(U,,U, ) + TSim, (U,,U,))

)

where,
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Sim,(U,,U,) = Sim} (U,,U,)+ SimZ (U,,U,)
TSlmn (UtaUx) = Slm,{ (UtaUx) + Slmrlzl (UtaUx)

Pcount

Simp(Ut,Ux)=1- normaliz{ kZ_ 1 Wy [p(Pk (Ut Uy ))log2 p(Pk (Ut Uy ))U

Ncount

Sita Uy U)m{ B bl Dol o0, ))]j

where, Sim, (U, Uy) and Sim, (U, Uy) are Positive and
Negative inter user similarities between these two users
respectively. These similarities are calculated at both the
levels. p( Pu(U;, Uy)) and p( Ni(U;, Uy)) are the probability
density functions of positive and negative preferences
between these two users. Total number of positive and
negative preferences states between these users, is stored in
Pcount and NCount respectively. For Sim, (U, Uy), weight
Wy is set to total number of positive preferences, given by all
users to item k. Similarly, for Sim, (U, Uy), it is set to total
number of negative preferences, given by all users to item k.
For a movie say ‘k’, rated by either target user U, and / or by
another user U,, positive preference ‘Py(U,,U,)’ and negative
preference ‘Ny(U, ,U,)’ are defined in (3a) and (3b).

1 if M(U,k) ='L'& M(U, ,k) ='L' } 3a)

B (Ut Ux ) = {O Otherwise

_JUif M(U,,k) =D'&M(U,, ,k) ='D'
N UUL)= {0 Otherwise (3b)

The similarity between these two users rests on the similarity
computation at both the levels, which decides the degree of
similar taste between them. By taking into consideration, the
similarity of negative preferences along with positive
preferences throughout the session (i.e. at both the levels), in
order to find members of a group, one lands up finding
strongly related users in a group.

Defined simply as a set of users, a user group can be
formed on a recurring basis, for e.g., friends who meet
regularly for dinner are most likely to fall in same group. We
are mainly motivated by the observation that Combined Inter
user similarity Sim.(U,,U,) can be used to cluster users in
small groups with strong similarity. This way, our framework
applies user clustering for organizing users into groups of
users with similar preferences. To do this, we employ
k-means clustering algorithm.

The support of each group for all possible
demographic classes is calculated using Equation 4. 18
demographic classes were defined on the movie lens dataset
(see section 4 for details). These groups along with their
Support for each demographic class are stored in the
knowledge base. Thereafter, we propose the use of these
groups to efficiently locate similar users for a new user.
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No of Users € Class D,
Support (G[’ P ) - No of Users in G; @

The algorithm for Group formation Unit is depicted in figure 2.

It takes three inputs. User preferences in the form of PV
matrix are obtained from the movie lens dataset and serves as
first input. The second input ‘k’ is the total number of groups
(clusters) formed by applying kmeans clustering on similarity
matrix SimMatrix. It is a two dimensional User X User matrix
where a cell value at (r,c) depicts the Combined Inter user
similarity between user r and user ¢ of PV matrix. The groups
are stored in Gge. All possible demographic classes stored in
DSet, which is given as third input to Group Formation Unit.
Support of each group G; stored in Gg, for each Demographic
class D¢ stored in Dg, is obtained in SupportList. Gg along
with SupportList is stored in the knowledge base.

Input:
PV = {Rating Matrix}
k = {No of Groups Required}
Dt = {Demographic Attribute Classes}
Process: Group Formation
Split PV into T1 and T2
Split T1 into L1 and L2
Do
SimMatrix(U,, Uy) = Sim¢(Uy, Uy)
Repeat for each user pair in PV
Gge = kmeans(SimMatrix, k)
Do
For each D¢ € Dg
SupportList(G;,C)=Support(G;, D¢)
Repeat for each Gi € Gg
Output:
KB = {Gs,, SupportList}

Figure 2.  Algorithm for Group Formation Unit

B. Group Identification Unit

When a new user enters into the system, the demographic
attributes of this new user defines his/ her demographic class
Dr. From all the groups stored in the knowledge base, group
having maximum support for demographic class Dr is
identified. Finally, Group recommendations for users are
produced with respect to the preferences of group members of
the identified group Gr without extensively searching for
similar users in the whole database. If more than one group
have maximum support for the demographic class Dr, for
simplicity the Group Identification Unit obtains first among
similar groups.

The following example illustrates step by step analysis of
Group Identification Unit. Suppose the knowledge base ‘KB’
formed by Group Formation Unit is as shown in Table 1. The
Gse 1s made up of three groups {Gj, G,, Gz} consisting of 5, 6
and 3 members respectively. For simplicity, we assume that
there are only two demographic classes Dy and Dremale,
stored in Dg, instead of 18 Demographic classes as shown in
section 4. The support of these three groups for the two
demographic classes is found using (3) and stored in
SupportList. If a target user Ur, a male, enters into the system,
then his demographic class Dy is assigned as Dyy. From the
supportList, stored in the KB, it is clear that Group G, has
maximum support for Dye. Thus, target user Uy is assigned
group G, as identified sparse group SparseGr. The ratings of
group members of SpaseGr group are shown in Table 2.
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Table 1. KB built by Group Formation Unit.

GSet Group Support
Statistics of Group
Group No. of No. of Dmate  Dremale
Size Males Females

Gy 5 3 2 0.6 0.4

G, 6 1 5 0.1 0.8

Gs 3 1 2 0.3 0.6

Table 2. Preferences of Group Members in SparseGr

SparseGr Items

Group I] 12 I3 I4 Is I6 I7
Members

GM, 3 - 4 5 - 1 2
GM, 2 1 - 4 - 5 -

GM; - 3 - 2 1 - -

GM, 4 5 - - -2 -

GM; 5 - 2 - - 1

C. Group Modification Unit

Group Identification Unit passes the SparseGr group to Group
Modification Unit, which intends to reduce the sparsity in the
SparseGr group. To reduce the sparsity in SparseGr group,
genre based correlation (similarity) is found between target
user and each member of SparseGr on the basis of genre
classes viz Action centric, Romantic centric, Children centric
and Horror centric. An item can have more than one genre
attribute. Each item x can be represented as (Item, =
ZCNTCAction, EENTCRomantics SCNTCChildrens genreHorror) where genre;
is 1 if genre; is present in Item,. For example, if a movie is
romantic and as well as action centric then I, = (1100). In the
above KB, the authors assume that, there are in total 7 items.
The items with their genre information are stored in the I, as
shown in Table 3.

Table 3. Items and their Genres
Genre
Items Action Romantic Documentary Fantasy
I 1 1 0 0
L 0 1 1 0
I 1 0 0 1
In 0 1 1 0
Is 1 0 0 1
Is 1 1 0 1
I; 0 1 0 1

Group Modification unit find Genere Affinity for each genre
attribute (GAgenere) Of target user and as well as each group
member (GM,) of SparseGr group using (5).

Z Genere(i) * Rating (i)

ielSet (5)
total rated Items

GAGenere =

It then constructs genre attribute based profile of target user
(GAPUy) and each group member (GMy) of SparseGr group
(GAPGM,y), collectively stored in (GAPGMs). After this,
correlation based genre similarity, ‘GenereSim’, is found
between target user and each group member. For example, if
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the target user in the same example rates three items (Item;,
Item; and Items) out of a total of 7 items in the KB, as shown
in Click Stream Pattern ‘CSPy’ (Table 4) reflecting initial user
profile. The last line of the table 4 shows target user’s Genere
Attribute Profile (GAPUt) which is obtained using (5).
Similarly by using (5), genre attribute profile of each member
GM, of the SparseGr group is obtained in Group Genere
Attribute Profile Set (GGAPs) as shown in Table 5. After
this, correlation between the genre profile of the target user
and each group member is obtained in Genere Similarity
(GSim) as shown in Table 6.

Table 4. Genre Attribute Profile of Target User

CSPr Act. Rom. Doc. Fan. Rating

I, 1 1 0 0 3

I 1 0 0 1 4

Is 1 0 0 1 1

GAGenre 2.6 1 0 1.6 <GAPUr

Table 5. Genre Attribute Profile of Group Members

Genre
Group Action Romantic Doc. Fantasy
Members
GM, 1.6 2.2 1 1.4
GM, 1.7 3 1.2 1.2
GM; 0.3 1.6 1.6 0.3
GM, 2 3.6 1.6 0.6
GM; 2.3 2.3 0 1

Table 6. Genre Attribute Similarity of Target User with
Group Members

GSim
GSim(Ur,GM;) 0.6695
GSim(Ur,GM,) 0.9604
GSim(Ur,GM;) 1.847
GSim(Ur,GM,) 1.093
GSim(Ur,GMs5) 0.287

Next, predicted rating P(Ur, i) is calculated using a classic
User based Nearest Neighbor Collaborative Filtering
Approach, proposed in [41]. It predicts the rating for each
item i that was not rated by the target user, considering the
rating rgmx; of each group member GM, for the item i.
Equation (6) gives the formula used to predict the ratings.

Here, values 7y, and rg),, represent the mean of the ratings

expressed by target user Up and group member GM,
respectively.

if ie CSPy then P(Ur,i) =r(Ur,i)

otherwise

Z GSim(Uy,GM  )(7opx; — rGMxS

GM .Gy

> GSim(Ur.GM )

GM .Gy

P(Ur,i)=ry, + (6)
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Using data from table 1, 2 and 6 in (6), rating values for
unrated items Item,, Itemy, Itemyg and Item; are obtained.
These values convert the incomplete click Stream pattern
(CSPr) into complete genre attribute profile of the target user
(CGAPUy) as shown in Table 7.

Table 7. Complete Genre Attribute Profile of Target User

Items
Profile I] 12 I3 I4 Is I6 I7
CSPr 3 - 4 - 1 - -
CGAPU¢ 3 233 4 2109 1 1445 03

Using these rating values from CGAPUT, the missing values
in SparseGr are filled up using (7) and stored into DenseGr
group as shown in Table 8.

if SparseGy(GM . ,i)isnot Null then
DenseGy(GM .. ,i) = SparseGr (GM . ,i)
else if SparseGy (GM i) is Null then
DenseGy(GM . ,i) = CGAPU (GM ., i) (7

Table 8. Preferences of Group Members in SparseGr

DenseGr Items

Group I] 12 I3 I4 Is I6 I7
Members

GM, 3 233 4 5 1 1 2
GM, 2 1 4 4 1 5 0.3
GM; 3 3 4 2 1 1.445 0.3
GM, 4 5 4 2109 1 2 0.3
GM; 5 233 2 2109 1 1445 1

D. Group Aggregation Unit

In order to generate group recommendations for target user Ur,
Group Aggregation Unit uses the positive and negative ratings
of existing items given by all the users in DenseGr group
having maximum support for the demographic class Dr. It is
obtained from Group Identification Unit.

Popularity of a movie indicates how frequently users
have rated that movie. It is defined in (8).

n

E Vu,i

— u=1 8
n=te (®)

where, r,; are the rating values given by all those n users

who have rated item i. N; are the total number of users who

have rated item i. Since the popularity £ is calculated with
respect to ratings given by all the users in the knowledge base,
it can be referred as global popularity of item i. In simple
terms, it reflects the average of preferences of all the users in
the knowledge base, with respect to item i. In fact here, we
intend to find local popularity of item with respect to the
demographic attributes of the target user.



522

Local Popularity of item is calculated with respect to ratings
given by all those users who belong to DenseGr group having
maximum support for Dr and is defined in (9).

n

E Ty ,DenseGr i

—ed ©)

LPI ,DenseGr N
i

where, r, are the rating values given by all those n

,DenseG r ,i
users who belong to DenseGr group having maximum support
for Dt and have rated item i. N, are the total number of users

who belong to Gt having maximum support for Dr and have
rated item i. In simple terms, it reflects the average of
preferences of all the users within the group Gr, with respect
to item i.

Let us refer the same example once again. Group
recommendation set (GRge) consists of those items of
DenseGT group which have not been rated by the target user
i.e. Item,, Itemy, Itemy and Item;. Local popularity of these
items is obtained using (9), which reflects the weight of each
recommendation in GRsy. The items with higher local
popularity are considered to be most promising group
recommendations. Top 3 group recommendations in this
example are Itemy, Item, and Itemy which is depicted in the
last row of table 9. These group recommendations are passed
to the interface unit.

Table 9. Group Recommendation Set (GRsgr)

Items I, L Is I
Local Popularity 2.732 3.043 2.178 0.78
Sorted Items s, I, T6, 1}

Top3 G.Rec.  {I, I, I}

E.  Group Filteration Unit

Information Filter takes Group Recommendation Set (GR,.,)
which is obtained by Group Aggregation Unit. It exploits
mysterious preferences between complete genre attribute
based profile of target user (CGAPUr) and preferences of
group members GM, stored in DenseGr group. It attempts to
select recommendations from GR,, using Information Gain.
Dissimilar taste depicting opposite user preferences between
target user and group members can be found by using (10).

1 if M(Up,k)="L'&M(GM,, k)='D'
O, (U r,GM, ) =< or viceversa (10
0 Otherwise

where, O, (U7,GM, ) corresponds to binary ‘1’ if both users

reflect opposite preference for movie ‘k’. The set of such ‘&’
movies is stored in Opposite Preference Taste Set (OPT ).

OPT,, gives no direct indication whether a group
recommendation stored in GR,,, will turn out to be successful
individual recommendation or not. But, the genre attribute
values attached to the movies of OPT,, can reveal some
hidden information that may contribute to improve the quality
of individual recommendations in GR,,,.
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Information Gain can be used to assign weight (gain) to
genre attributes with respect to a set of movies in the GR,,.
The amount of information provided by a genre attribute GA
is expressed as “Gain (OPT,,, GA)”. 1t is calculated for each
genre attribute. The genre attributes with high gain values
provide more reliable information as compared to low gain
genre attributes. Gain (OPT,,, GA) allows refreshing GR,,, by
retaining only those recommendations that belong to the
subset of highly informative attribute values. Such
recommendations serve as individual recommendations for
the target user.

Let c={Opp™usices Opp ™ e } be the set of two
possible classes in OPT,,,.. Opp “gisiike are those movies which
are liked by the ta_r%et and disliked by any of his group
member GM,. Opp™™ ;. are those movies which are disliked
by the target and liked by any of his group member GM,. The
authors are interested in fetching those attributes which give a
clear distinction among these classes.

The expected information, “Info(OPT,,)” needed to
classify a movie of OPT,,, into these two predefined classes
(in general represented by variable ‘n’) is the entropy of the
entire OPTy,, as shown in (11).

dislike
lik

Info(OPTse)) ==Y _p. log.(p.)

c=1

(11)

where, p.is the probability of OPT,,, belonging to class c. Ifa
genre attribute GA has v distinct values, then average amount
of information contributed by a genre attribute GA in class c is
expressed as “Infog4(OPT,,y) ~ as shown in (12).

]I’lfOGA (OPTvet) =

va|:_zn:pc,v 10g2 pc,v:| (12)

vevalues(GA) c=1

where, p, is the probability of OPTy, having genre attribute
GA with the value v. p., is the probability of OPT,,, having
genre attribute G4 with value v and which is in category c.
Gain (OPT,,, GA) is the expected reduction in entropy caused
by partitioning the movies of OPTy, according to the genre
attribute GA as shown in (13).

Gain (OPTset, GA) = Info(OPTset) — Info 4 (OPTser) (13)

In order to obtain usefulness of group recommendations in
GR,,, authors calculate the score of each group
recommendation as expressed in (14).

GA
Score(GRec) =| Y Gain(OPT,,,,GA;)* f(GRec,GA, ) |* wt (GRec) (14)
J J

=

where, Gain(OPT,,, GA; is the gain value of j™ genre
attribute, j are the total number of genre attributes of a movie
and

F(GRec,GA,) = { 1 if attibute value GA ; occurs in GRec}

-1 otherwise
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Group recommendations are arranged in descending order of
Score and are stored in individual recommendation set (IRg).
Finally, top N recommendations are given to the target user.
The main purpose of Information Filter is that rather than
attempting to recommend the items that user want to watch,
the system avoids recommending movies having genre
attributes that they don’t want to watch. The advantage of
information filer is that the group recommendations are
refined to generate individual recommendations without user
intervention.

Continuing with the above example, the items in CGAPUy
and DenseGr group can be labeled ‘like’ or ‘dislike’ as shown
in Table 10. Using (10), OPTs generated consist of {Item;,
Item,, Items, Item,, Itemg}. Considering the two classes as
mentioned earlier, Item; and Item; are assigned to Opphkedisnke
class whereas Itemy, Itemg and Item, are assigned to
Oppdism“’nke class as shown in Table 10.

Table 10. Opposite Preference Taste Set (OPTsgr)

User Items

User I] 12 I3 I4 Is I6 I7
CGAPUr L D L D D D D
GM, L D L L D D D
GM, D D L L DL D
GM; L L L D D D D
GM, L L L D D D D
GM; L D D D D D D
OPTs Y Y Y Y N Y N
Opp™yisie Y - Y - - - -
Oppdlshkelike _ Y _ Y _ Y _

Using (11), (12) and (13), information gain of each genre
attribute is obtained as shown in Table 11, followed by score
calculation using (14) as shown in table 12. These values are
stored in Individual Recommendation Set (IRge). All the
items are arranged in decreasing order of score. The items
with higher score are considered to be the most promising
individual ~ recommendations. Top 3 individual
recommendations in the example are Item;, Itemg and Item, as
shown in last row of Table 12.

Table 11. Information Gain

Doc.
0.418

Action Romantic
0.418 0.3212

Genre
Gain

Fantasy
0.97

Table 12. Individual Recommendation Set (IRsgt)

Items 12 I4 I6 I7
Score -1.772 -1.974 -1.413 0.355
Sorted Items {17, 165 I4, Iz}

TOp 3 Ind. Rec. {17, 165 146 }

From Table IV, by observing the GAgenere Values stored in
GAPUry, any item that have documentary genre attribute
should be filtered or pushed at last in the IRs,; as compared to
GRse. For example, Item; and Item, having documentary
genre attributes are pushed at the end in the IRge. The
algorithm for the Group Recommendation Unit is depicted in
figure 3.
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Input:
KB = {Gse, SupportList}
Dr = {Demographic Attribute Class of New User}
Isee = {Genere Attributes of Items in KB}
CSPr = {Click Stream Pattern of Target User ‘Ur’}

Process:
Step 1: Group Identification
SparseGr= max(Support(G;, D) where, Gi € Gse
Step 2: Group Modification
Evaluate GAPUt
For each group member GM, in SparseGr
GGAPs.(GMy) = GAPGM,
GSim(Ur, GM,) = GenreSim(GAPUr, GAPs.(GMy))
End For
Evaluate CGAPUr and DesneGr
Step 3: Group Aggregation
For each movie ‘k’ in DenseGr
If k not in CSPrt then insert k into GRg
End For
Do
Weight (1) = LPl,DenseGT
Store Weight (i) in GRse
Repeat for each item ‘i’ in GRg
Pass Top N recommendations from GRs
(in decreasing order of Weight to Interface Unit)
Step 4: Group Filtration
For each Group Member GMy in DenseGr
For each movie ’k’ rated by GM,

It 5 (u-r' GMx) =1then
insert k and its attribute values into IGList
End If
End For
End For
OPTs.= Unique(InfoGainList)
For each Genere Attribute ‘GA’

Evaluate 8 [“(GPTSHI GA)

End For

Highly Selected Attributes = {Top N attributes}

(in decreasing order of Gain)
Do
IRse(1)= Score(i)

Repeat for each item ‘i’ in GRg

Pass Top N recommendations from IRg
(in decreasing order of Score to Interface Unit)

Output:
Manm NT FMlvnssa A AT Al Anal D annininnnndatinan Fae Tavant TTaaw ¢TT 2
Figure 3.  Algorithm for Group Recommendation Unit

IV. Experiment

A. Dataset

In this paper, authors performed off-line evaluations where,
groups are sampled from the users of a traditional (i.e., single
user) recommender system. Group recommendations are
offered to group members and are evaluated independently by
them, as in the classical single user case, by comparing the
predicted ratings with the ratings observed in the test set of the
user.

The group recommendations are generated to suit
simultaneously the preferences of all the users in the group
and our intuition suggests that they cannot be as good as the
individually tailored recommendations. So, we do not need
the joint group evaluations for the recommended items, and
we can reuse the most popular single user Movie Lens
datasets that contain just ratings of individual users.

The authors carried out experiments using the Movie
Lens dataset, taken from a research recommendation site
being maintained by the Group Lens project. It contains
100,000 ratings, scaling from 0 to 5, derived from 943 users
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on 1682 movies where each user has rated at least 20 movies.
MATLAB 7.0 [42] was used for the experiments. The authors
randomly selected 80% of the entire set to constitute the
training set and the remaining to constitute the test set. The
ratings in the test set are used to test the accuracy of the
predictions based upon data in the training set. In the proposed
group recommender system, the active user’s preferences are
denoted by rating data (1 to 5 likert scale in Movie Lens
database). When using the available ratings, the
recommendation algorithm transfer rating data into user item
taste matrix. ; is assigned literal ‘L’ if user i has given higher
rating (no smaller than 4 in 1 to 5 rating structure) to item j
and #; is assigned literal ‘D’ otherwise.

It also contains demographic information about users
such as age, gender and occupation. Based on this
demographic data, demographic classes were defined and
stored in Dg,; which is one of the inputs for Group Formation
Unit. User gender can take two values viz. male, female.
Users were divided into three categories based on occupation.
Service Class users were composed of programmer, engineer,
health care, librarian, technician, scientist, administrator,
executive and educator. Business class users included doctor,
entertainment, lawyer, artist, marketing, salesman and writer.
Students, retired persons, homemaker, none and others are
categorized as miscellaneous users. Similarly, users were
divided into three categories based on age. If age is between
10 and 30, user is young. If age is between 31 and 50, user is
mature. If age is above 50, user is old. Using this
categorization, 18 demographic classes were formed as shown
in Table 13. When a target user enters the system, then he/she
is assigned to one of these attribute classes. For example, if a
male user of age 45 years working as a lawyer enters the
system, he is assigned demographic class D,.

Also, when a target user enters in the system, he is
allowed to specify few ratings. These ratings are stored in
‘CSPy which depict his interest’s thereby building partial
profile of the target user. Experiments were conducted with
novice users (whose profile was made of three ratings only)
and veteran users (whose profile was made of six ratings).

Table 13. Demographic Attribute Classes

Ds:  Attribute Class Value

D, <male, young, service>

D, <male, young, business>

D; <male, young, miscellaneous>
D, <female, young, service>

Ds <female, young, business>

Dg <female, young, miscellaneous>
D, <male, mature, service>

Dy <male, mature, business>

Dy <male, mature, miscellaneous>
Dyo <female, mature, service>

Dy, <female, mature, business>

D, <female, mature, miscellaneous>
D3 <male, old, service>

Dy <male, old, business>

D;s <male, old, miscellaneous>

Dis <female, old, service>

Dy, <female, old, business>

Dig <female, old, miscellaneous>
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B. Measure Metric

To access prediction quality, two different kinds of metrics
were employed. Statistical accuracy metric measures how
close are the numerical values which are generated by the
group recommender is to the actual numerical ratings as
provided by the user. Keeping this into account, we use Mean
Absolute Error (MAE) [43] which measures the average
absolute deviation between a recommender system’s
predicted rating and a true rating assigned by the user. It is
defined in (15).

MAE :%Zn]pi —a,»| = %Zn:|e,»|
i=1 i=1

It is the sum of the absolute differences between each
prediction p, and corresponding rating a; divided by the

(15)

number of ratings n . It is an average of absolute errore; .

Classification accuracy measure determines the success of
a prediction algorithm in correctly classifying items. Precision
is the number of relevant items a search retrieves divided by
the total number of items retrieved, while recall is the number
of relevant items retrieved divided by the total number of
existing relevant items that should have been retrieved.
Suppose, the set of items that are viewed by the target user are
Relevant Items and those items that are recommended by the
recommender are Retrieved Items, then Precision Ratio and
Recall Ratio are obtained using Eq. (16) and (17) respectively.
Usually, Precision and Recall scores are not evaluated in
isolation. Instead, they are combined into a single measure,
such as the F1 Measure, which is often used in the field of
information retrieval for measuring search performance. It is
the weighted harmonic mean of Precision and Recall. It
measures the effectiveness of retrieval with respect to a target
user who attaches equal importance to both of them and is
depicted by Eq. (18).

(Precision X Recall)

F1l Measure =2 X
(Precision + Recall)

(18)

C. Results

The authors first generated synthetic groups (based on
combined inter user similarity), then generated group
recommendations for the target user using these groups, and
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finally evaluated these group recommendations. The entire
procedure was performed for every user in the test set, and
computed an average MAE, Precision, Recall and F1 Measure
across all users. Computing average MAE, Precision, Recall
and F1 Measure in this way counts all the users equally, rather
than biasing the result towards users with more ratings.
Finally, based on opposite preferences, using information gain,
individual ~ recommendations from  these group
recommendations were filtered.

During formation of groups, k was set to 75. Group size is
defined as number of members in a group. These 75 groups
varied in size ranging from 1 to 10. Based on demographic
data of test users, each test user was assigned most promising
demographically similar group ‘SparseGr’ by the group
identification unit. The quality of group recommendations is
affected by the group size. These test users were divided into
two classes’ viz. small groups and large groups. Small groups
consisted of those test users whose group size ranged from 1
to 5 whereas large groups consisted of those test users whose
group size ranged from 6 to 10. Group recommendations were
generated for each test user in small and large groups by the
group aggregation unit, giving results for Top N
recommendations where N= {10, 20, 30}. Precision@N,
Recall@N and F1Measure@N was measured for both the
groups. Table XIV shows the improvement (in percentage),
when N was increased.

From the table 14, as Top N size increased, in both the
groups, Precision@N increased almost two fold whereas
Recall@N  decreased very little. Improvement in
FIMeasure@N is almost two fold. It is evident from the
results that improvement is higher in small groups (5.8% -
2.1% = 3.7%) as compared to larger groups (6.1% - 3.1% =
3%), when recommendation size N increased. The quality of
group recommendations is better, when the group size is small.
Thus, for subsequent experiments, small groups were
preferred.

Table 14. Improvement in Performance Measures

Perform  Small Large
ance Groups Groups
Increment in Top N
10t020 10t030 10to20 10 to 30
Precw N 2.1% 5% 2.3% 4.4%
(™) ™M ™M (M
Rec@N 4.5% 4.5% 1.1% 1.5%
() (V) () ()
Fl @ N 2.1% 5.8% 3.1% 6.1%
DTS (M (M

From small groups, only those test users were chosen whose
group size was 5. The group modification unit generated
CGAPU; and DenseGr for these test users whose click stream
pattern consisted of 3 clicks. Group aggregation unit
generated group recommendations using SparseGr and as
well as DenseGt. MAE was obtained for each test user. Figure
4 shows the MAE values for these test users. MAE of Group
recommendations found using DenseGr was lower as
compared to MAE of group recommendations found using
SparseGr.

Group recommendations can be refined to generate
individual recommendations using Information Gain. Authors
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have obtained score of each group recommendation using (14)
and fetched Top N individual recommendations from these
group recommendations. Precision and Recall of individual
Top 3 recommendations was higher than of group Top 3
recommendations (Figure 5). It was found that precision and
recall of individual recommendations was increased (for
example test users 2, 3, 5 and 9) or was comparable to
precision and recall of group recommendations respectively.
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Figure 4. MAE of Test Users
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Figure 5. Precision of Test Users
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Figure 6. Recall of Test Users

V. Conclusion

Nowadays, Group Recommender Systems are widely used.
But its sparsity problem often leads to difficulty in
aggregating the preferences of group members resulting into
error group recommendations. In this paper, a method (based
on implicit multi criteria information) to increase the density
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of preferences among group members (STUs) is presented
thereby enhancing the quality of predictions.

In the proposed scheme, positive and negative preferences
between users are used to build group of similar users.
Demographic attributes of target user and each member of the
group determine the most promising group for the target user.
It aggregates the local popularity of individual preferences of
all the group members to generate Top N group
recommendations. Opposite preferences between target user
and the members of demographically similar group filters
individual recommendations from group recommendations.
Target wuser’s initial rating profile is enhanced by
incorporating genre attributes of items rated by target user and
group members. This complete genre attribute based profile of
target user fills the missing entries in the profile of each group
member thereby reducing the sparsity among group members.
Entropy has been used to depict the presence of a user in a
group. Information Gain has been used to filter individual
recommendations from group recommendations.

Results show considerable improvement in accuracy after
sparsity reduction. In future, the authors intend to apply multi
criteria ratings of group members for further refinement of
recommendations.
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