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Abstract: Cloud computing is an innovative technology that
poses several challenges to all organizations around the world.
The primary role of cloud providers is to provide a high quality
of service (QoS) to their customers as long as they do not con-
sume a lot of energy. A lot of researchers have been interested in
this topic and many algorithms have been proposed to manage
cloud resources to balance QoS and energy cost. The goal is to
improve the QoS of the system, maximize resources utilization
and reduce the overall energy consumption. In this paper, we
study techniques to manage resources utilization by exploiting
the concept of virtual machine migration in a cloud data center
(CDC). Two algorithms are presented and studied (Combina-
tions of Migrations (CM) and High Priority (HP)). The obtained
numerical results demonstrate the effectiveness of the proposi-
tion in terms of makespan and energy efficiency while ensuring
the quality of service.
Keywords: Energy efficiency, Cloud computing, Execution time,
Virtualization, VM Live migration, VM placement.

I. Introduction

Cloud computing is a model for enabling convenient on-
demand network access to a shared pool of congurable com-
puting resources (e.g network, servers, storage, applications,
and services) that can be rapidly provisioned and released
with minimal management effort or service provider interac-
tion [1]. A Cloud data center (or CDC) is a focal and critical
concept in cloud computing; it is a facility composed of net-
worked servers or physical machines (PMs) used to organize,
process, store and disseminate large amounts of data. Each
PM can house a group of multiple virtual machines (VMs)
[2]. The cloud computing market is invested by many op-
erators; Amazon, Microsoft, Google, and Apple are among
the best known; it is projected to reach 411 billion dollars by
2020, and it is predicted that, by 2021, 28% of all IT spend-
ing will be for cloud-based infrastructure, middleware, ap-
plication and business process services [3]. However, this
evolution cannot be without negative ratings. The most im-
portant is the energy consumption concern. Indeed, the en-
ergy consumption of CDC worldwide is estimated at 26GW
corresponding to about 1.4% of the global electrical energy
consumption with a growth rate of 12% per year [4]. De-

pending on a recent study, data centers are the most energy
consumers in the ICT ecosystem. Moreover, the initial cost
of purchasing equipment for data center already exceeds the
cost of its ongoing electricity consumption [5].
On other hand, the virtualization technique plays a central
role in cloud environment, and it can be used to reduce the
energy and improve the time efficiency [6]. This technolo-
gy enables a single physical machine to run multiple VMs
simultaneously. Moreover, through VMs migration and con-
solidation, virtualization reduces the total CDC energy con-
sumption. It is known that a significant amount of power
is consumed even when the PM is idle (approximately 70%
of the power consumed by the PM running at full CPU u-
tilization) [7, 8]. So, by migrating VMs and turns off the
inactive PMs we can reduce energy cost. In addition, it can
help to reduce the whole number of idle hosts and optimize
task waiting time, execution time and operating costs [9]. N-
evertheless, an aggressive consolidation of VMs can cause a
delay in the execution time of a set of tasks. Therefore, could
providers have to deal with energy consumption and Quali-
ty of Service trade-off. The achievement of this balance is
the main objective of the work presented in this paper. For
that, we propose capacity balancing algorithms to improve
system operation, reduce the waiting time, and minimize the
makespan of the system. We also make a comparative anal-
ysis between our algorithms (Combination Migration Policy
(CM) and the High Priority Policy (HP)) and random select-
ing algorithm.
This paper is a major extension of our conference paper that
appeared in [10] which focused on proposing a technique ca-
pable of managing the migration of the VMs between PMs in
a CDC. This proposal technique is based on a double thresh-
olds that manages the selection and placement of VMs in
PMs, this management deal with power/performance trade-
off. In this extended version, we provide further details for
our proposed model by considering the time evolution and
proposing a second algorithm for selecting VMs to migrate.
Also we give more results and analysis for the performance
of the model. Specifically, we concentrate on the customer
service in the system, especially the waiting time as well as
the execution time and we try to minimize them with the
same concept to designate two thresholds and keep the total
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CPU utilization between them. Furthermore, we provide nu-
merical results with new figures and substantial discussion.
The rest of the paper is organized as follows: Section II sum-
marizes the related work. The proposed model is presented
in section III. Section IV presents the analysis of the pro-
posed model. Section V presents the performance analysis
and the numerical results. Finally, section VI is devoted to
the conclusion.

II. Related Work

Some studies about cloud energy consumption and QoS anal-
ysis were proposed recently. For instance, Srikantaiah et al.
[11] presented an energy-aware consolidation technique to
decrease the total energy consumption of a cloud comput-
ing system. The authors modeled the energy consumption
of servers in CDC as a function of CPU and disk utiliza-
tion. For that, they described a simple heuristic algorithm
to consolidate the processing works in the cloud computing
system. Performance of the proposed solution is evaluated
only for very small input size. In [12], authors proposed a
mathematical model for server consolidation in which each
service was implemented in a VM to reduce number of used
PM. Verma et al. [13] proposed and formulated a problem
of energy consumption for heterogeneous CDC with work-
load control and dynamic placement of applications. They
applied a heuristic for bin packing problem with variable bin
sizes. In addition, they introduced the notion of cost of VM
live migration, but the information about the cost calculation
is not provided. The proposed algorithms do not handle SLA
requirements.
A heuristic algorithm for dynamic adaption of VM allocation
at run-time is proposed by Beloglazov et al. [14]. This al-
gorithm based on the current resources utilization by apply-
ing live migration and switching idle nodes to sleep mode.
The simulation results show that the proposed algorithm re-
duces significantly the global energy consumption. Authors
in [15], proposed energy consumption formulas calculating
the total energy consumption in cloud environments. They
provided empirical analysis and generic energy consumption
models for idle server and active server states. In [16], the
authors proposed a dynamic and adaptive energy-efficient
VM consolidation mechanism considering SLA constraints
for CDC. Using live migration and switching idle server-
s to the sleep mode allow cloud providers to optimize re-
source utilization and reduce energy consumption, consid-
ering CPU as the main power consumers in servers. Arro-
ba et al. [17] proposed an algorithm based on bin packing
problem to minimize the number of bins used. The algo-
rithm speeds up consolidation and the elastic scale out of
the IT infrastructure, presenting a global utilization increase
of up to 23.46% by reducing the number of active hosts by
44.91%. In [18], authors introduced a unique replication so-
lution which considers both energy efficiency and bandwidth
consumption of the geographically CDC systems. The pro-
posed solution improves communication delay and network
bandwidth between geographically dispersed CDC as well as
inside of each CDC.
Other recent works in the literature focused on Markov chain
and queueing theory to evaluate the performance of cloud
systems. For example, Hanini et al. [19, 20] presented

a scheme based on Continuous Markov Chain (CTMC) to
manage VMs utilization in a PM with a workload control of
the system. They analyzed the proposed scheme using math-
ematical evaluations of the QoS parameters of the system.
Also, they modeled and evaluated the power consumption of
the system under the proposed mechanisms. The obtained
results demonstrate the usefulness of the proposed model to
prevent overload in the system and to enhance its perfor-
mances such as loss probability, number of jobs, and sojourn
time in the system and throughput. In terms of power con-
sumption, the proposed mechanism saves power significant-
ly, and gives a command tool for this which is the arrival
rate control parameter. Salah et al. [21] proposed a queu-
ing model to predict the needed number of VMs to satisfy a
predefined SLA requirement. They conducted experimental
measurement on the AWS platform to validate the proposed
model. The obtained results show that the proposed mod-
el can be extremely useful in achieving proper elasticity for
cloud clients. In [22], the authors proposed a queuing mathe-
matical model to study and analyze the performance of multi-
core VMs hosting cloud SaaS applications. The proposed
model estimates under any incoming workload the number of
proper multi-core VM instances required to satisfy the QoS
parameters. The queuing model is validated by simulation.
The obtained results from analysis and simulation show that
the proposed model is powerful and able to predict the sys-
tem performance and cost and to determine the number of
VMs cores needed for SaaS services in order to achieve QoS
targets under different workload conditions.
In contrast to the discussed studies, we propose efficien-
t heuristics for dynamic adaption of allocation of VMs in
runtime applying live migration according to current utiliza-
tion of resources and thus minimizing energy consumption.
The proposed approach can effectively handle strict QoS re-
quirements, heterogeneous infrastructure and heterogeneous
VMs. In addition, in our proposed model we have consid-
ered the time evolution of the system. The algorithms do not
depend on a particular type of workload and do not require
any knowledge about applications executed on VMs.

III. Proposed Model

A. Problem statement

In this work, we consider a data center with m homogeneous
PMs, each PM contains a number of heterogeneous VMs,
In order to manage the CDC, there are many objectives that
have been defined in the literature, among theme, minimiz-
ing the number of PMs required or minimizing the number
of VMs executed per unit of time. All these objectives con-
tribute to minimize energy consumption or to increase the
level of performance. The proposed model in this paper aims
to optimally consolidate VMs in a minimum number of PMs
while minimizing the energy consumption. In addition, we
aim to optimize the execution time of each PM as well as
to minimize the withing time for each VM. However, con-
sideration should be given to avoid excessive consolidation
that gives us a minimal use of energy but also has a negative
impact on the quality of service.
When the provider allocates several tasks to the overloaded
PMs, the performance of the CDC system degrades. The idea
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Figure. 1: A use case of the Lower threshold to control VM
migration

is to define double thresholds in each PM; namely, the upper
threshold and the lower threshold. These thresholds are used
to keep the total CPU usage of all VMs in the PM between
these two values. If the total use of a PM is below the lower
threshold, then all of the VMs running in this PM must be
migrated from that host, and that host must be disabled to
eliminate active power consumption (Fig.1), in the other case
if total CPU usage exceeds the upper threshold, some VMs
must be migrated from that host to reduce usage and to avoid
potential contract violation at the service level (Fig.2).
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Figure. 2: A use case of the Upper threshold to control VM
migration

B. Mathematical formulation

In this section, we formulate our proposed solution using a
mixed integer linear programming model. The notation used
in this paper are given in the Table 1 below.
The objective of this proposed problem is to balance the total
execution time on each physical machine and minimize the
number of PMs as much as possible. The objective function
can be expressed as follows

min
m∑
j=1

∫ T

0

yjtdt (1)

where yjt are intermediate variables defined by the following
equation

yjt =

{
1, Machine Mj is used at time t
0, otherwise (2)

∀j ∈ [1,m] ∀t ∈ [0, T ]

This optimization is subject to a number of linear constraints
depending on the capacity of the host; the VM can exist only
on one server at time t; and a server can host VMs according
not only the amount of remaining capacity but also according
to the effect of this hosting on the system [23].

• The total capacity does not exceed the capacity of sys-
tem

m∑
j=1

Capjyjt ≤ Upper, ∀t ∈ [0, T ] (3)

• Total capacity of virtual machines used for each physi-
cal machine Mj must be between the thresholds Upperj
and Lowerj

Lowerjyjt ≤
n∑

i=1

Cijxijt ≤ Upperjyjt, (4)

∀j ∈ [1,m], ∀t ∈ [0, T ]

• No virtual machine can exist in two physical machines
at the same time t

m∑
j=1

xijt ≤ 1, ∀i ∈ [1, n], ∀t ∈ [0, T ] (5)

where xijt are decision variables defined by

xijt =

{
1, ith VM mapped to jth at time t
0, otherwise (6)

∀j ∈ [1,m], ∀i ∈ [1, n], ∀t ∈ [0, T ]

These can be summarized by combining the objective func-
tion with all constraints in the following set of equations

min
m∑
j=1

∫ T

0

yjtdt

subject to
m∑
j=1

Capjyjt ≤ Upper,

Lowerjyjt ≤
n∑

i=1

Cijxijt ≤ Upperjyjt

m∑
j=1

xijt ≤ 1,

n∑
i=1

xijt ≤ vj .

(7)
∀i ∈ [1, n], ∀j ∈ [1,m], ∀t ∈ [0, T ]
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IV. Model Analysis

The proposed mechanism attempts to optimize the current s-
tate of the VMs in two phases. In the first phase, we select
the VMs to be migrated. In the second step, using Bin Pack-
ing algorithm, the selected VMs are moved to another host
that verify all constraints defined above.

1) VM selection:

When the total CPU utilization is no longer limited within
the two thresholds, by either exceeding the upper threshold
or being beneath the lower. Within the last case in redis-
tributing, all the VMs must be moved to another host, while
in the other case we choose just some VMs in order to mi-
grate them to bring back the balance between the thresholds.
This selection is acquainted with two policies: the Combina-
tions of Migrations (CM) and High Priority (HP). The CM
policy is an improvement of that proposed in our previous
paper [10] and HP is a new proposed policy based on VM
utilization. The two policies are described below:

1. The Combinations of Migrations (CM) : This policy
selects the necessary number of VMs to migrate from
a host based on combination between the machines and
choosing the minimum VMs they can return the CPU u-
tilization below the upper threshold if the upper thresh-
old is exceeded. The CM policy finds a set Rj of VMs
which must be migrated from the host j. Let Vj the set
of VMs currently allocated to the host j. For each VMi

in the host j, Cij is its capacity. The Rj as a subset of
Vj is defined by the following equations:
if Upper < Ucurr :

Rj = {Vij ∈ Vj | min
1≤k≤|Vj |

(nk)∑
i=1

Cijxij ≥ Ucurrj .yjt−Upperj .yjt}

(8)
if Ucurr < Lower :

Rj = Vj (9)

2. High Priority (HP) : This policy specifies a set Rj of VMs
where the most used VMs have priority to stay in the same
PM. All VMs having the lowest CPU usage are ordered from
smallest to largest until we reach the value that exceeds the
threshold are migrated. We can assume Vij so that C1j <
C2j , ...

Rj =


{V1j , ..., Vkj} if Upper < Ucurr

Vj if Ucurr < Lower

∅ Otherwise

(10)

where

k = argmin1≤k≤|Vj |

k∑
i=1

Cijxijt ≥ Ucurr.yjt − Upper.yjt

2) VM Migration :

Finding the best location of the selected VMs can require
a list of information about the latter, their number, capaci-
ty, and the former replacement of the VMs. To provide all
that we need to define a bivalent variable Dijk expressing re-
placement of VMk from PMi to PMj . This bivalent variable
Dijk guide us to propose inequalities that have to be respect-
ed during the migration of VMs.

1. Once a VM is migrated to a server, we can not migrate
it again from that server (Fig.3). This is reflected by the
following inequality

Dijk +Djlk ≤ 1, ∀l (11)

Upperi Upperj Upper
l

Loweri Lowerj Lower
l

Mj
M

lMi

Figure. 3: The first constraint on VM migration

2. To reinforce the previous condition, an inequality is
added to ensure that when a VMk is migrated from
PMi to PMj at time t , the migration to the other n-
odes l(l ̸= j) is forbidden, in other words each machine
has one and only one destination (Fig.4).

m′∑
j=1,j ̸=i

Dijk ≤ 1. (12)

Upperi Upperj Upper
l

Loweri Lowerj Lower
l

Mj
M

lMi

Figure. 4: The second constraint on VM migration

3. If a PMi indicates that its usage is below the lower
threshold, then it must migrate all of its hosted virtual
machines to turn it off permanently:

if Ucurr < Lower,

m′∑
j=1,j ̸=i

vi∑
k=1

Dijk = viyit. (13)

To solve this part we apply a First Fit Decreasing Scheduling
(FFDS) bin packing algorithm. In favor of the heterogeneity
of the nodes it is possible to choose the most effective power
to suit the rhythm of the system. The pseudo code for the
algorithm is presented in algorithm 1.
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Algorithm 1 First Fit Decreasing Scheduling (FFDS)
Input: List of PMs , List of VMs
Output: Allocation of VMs
1. sortDecreasing all virtual machines
2. for each VM in List of VMs do
3. for each PM in List of PMs do
4. if Utilization of PM has not exceed upper threshold
and has enough capacity for VM then
5. Utilization of PM = Utilization of PM + Utiliza-
tion of VM
6. Remain=Upper-Utilization of PM
7. if Remain is the minimum between the values pro-
vided by all VMs then
8. Allocated VM in PM
9. Remove VM in List of VM
10. endif
11. endif
12. endfor
13. endfor
14. return VMs allocation

V. Performance analysis

In migration algorithm, the upper threshold is set to avoid the
SLA violations and ensure smooth task continuity. Each PM
periodically executes an overload detection strategy to trig-
ger migration. A PM is overload, when the resource utiliza-
tion reaches the upper threshold. The upper threshold should
be adjusted, depending on the specific system requirements,
to avoid performance degradation and SLA violations. A P-
M is considered to be under loaded, when the resource uti-
lization is under the lower threshold. The lower threshold
significantly affects the energy efficiency and the amount of
migrations.
We perform modelization in Matlab to evaluate our model.
Modelization has been chosen to evaluate the performance
of the proposed algorithms, we have fixed the number of het-
erogeneous VMs to 100 and the number of PMs ranges from
10 to 100 by 10. Runs were performed to compare our meth-
ods with the one where no policy is used.

A. Analysis of energy consumption

To evaluate the efficiency of the proposed model, we evaluate
the amount energy consumed in CDC. To achieve this end,
the following formula is used to calculate the energy

ETot = E+
∑

activePMj

(Pj +
∑

VMij∈Vj

α×U(VMij)) (14)

where E is the power needed for monitoring the CDC in idle
state, Pj is the power consumption in idle state for a PMj ,
U(VMij) is the utilization of the VMij and α is a power
weight coefficient.
The influence of high and low thresholds is evaluated on en-
ergy efficiency in data center which consists of 100 VMs.
In Figure 5, we plot the amount of energy consumed under
our proposed algorithms compared to the case where a ran-
dom selecting algorithm is used. As the Figure 5 shows, the
system energy consumption vary with the value of number

of PMs. The tendencies of the system energy consumption
obtained from the two experiences are almost similar. We re-
mark that, when the number of PM is more than 10, CM pol-
icy and HP policy are both minimizing the total consumed
energy. However, it increases faster from 70 to 90 and the
total energy consumption is always lower when using our
algorithm, in this case of energy consumption, CM policy
outperform HP policy by minimized more energy. The to-
tal consumed energy is minimizing by an average of 20%
(respectively 16%) by applying CM policy (respectively H-
P policy), the saved energy is due to the way of migration
proposed in our algorithm that turn off unneeded PMs.
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Figure. 5: Comparison of the system energy consumption

B. Analysis of execution time and CPU utilization

In this part, our prime aim is to minimize the makespan
which is the time required to complete the execution of all
input tasks by the system. It can be represented as follow

Makespan = max
1≤j≤m

vj∑
i=1

AccoT imeij (15)

where, AccoT imeij is the accomplishment time of ith VM
on jth PM [24]. During the execution of task, our proposed
algorithm is about minimizing the total execution time on
each physical machine. We assume that all the VMs are
running respectively from he highest to smallest and each
VM/task could be executed in the period [sij , sij + pij ].
where sij is the starting time and pij is the processing time.
The total running capacity of PM j is the sum of capacity of
all VMs running in this PM.

Capj =

vj∑
i=1

Cij (16)

Now, the duration time of ith VM is estimated using

AccoT imeij = Cij × S (17)

Where S is the time needed to implement a unit capacity
To analyze the performance of our proposed algorithm FFD-
S in function of the waiting time earned by applying the HP
policy, we perform an evaluation with 10 PMs and 60 VMs
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with S = 0.02 ms. Figure 6 illustrates the execution time
in two cases: (1) in case of random selecting (2) in case of
HP policy. We remark that the execution time has been de-
creased significantly by an average of 69%. These results
show one other great advantage of our algorithm regrading
the execution time of VMs in CDC.
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Figure. 6: The execution time vs migrated VMs

The next experiment focuses on the impact of our algorithm
applying both policies CM and HP to manage the CPU u-
tilization between 10 PMs mapping 60 VMs. As shown in
Figure 7, the selecting random deal with allocation the VMs
in a wrong way, where some PMs exceed the upper threshold
while other PMs are active just to serve some VMs that have
a small capacities, and that poses two problems, the first de-
pends on the energy consumed, which will be higher because
all the PMs are active, the second concerns the overload on
some PMs which can have a negative impact on the quality
of service (Figure 6). On the other hand, both policies find a
way to improve significantly the CPU utilization of the sys-
tem, and this is done by keeping the CPU utilization of all
PMs between the upper and lower thresholds that are in our
experiment 70% and 30% respectively.
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Figure. 7: Variation of CPU utilization on each physical ma-
chine

Table 2: Cost of migration
Number of VM Number of migration due to

exceeding upper threshold
Cost

10 1 30
20 8 -32
30 12 -26
40 17 -50
50 14 -10
60 25 -80
70 29 -100
80 25 -58
90 38 -130
100 40 -122

C. Cost of VM migration

VMs migrate at the beginning of each monitor period. It
has negative impacts on performance of the running tasks.
We assume that each VM migration costs the same amount
of resources. So it is crucial to minimize the number of VM
migrations ensuring the QoS and energy conservation. In this
work we are interested in evaluating the cost of migration
with a view to study and minimize it in future work. Each
migration has a cost in QoS. However, when the migration is
monitored due to exceeding of the upper threshold, the QoS
of the migrated machine and of remained VMs in the PM
where the migration is performed from is improved. Then,
the total cost of this operation can be computed using the
following formula

CostMig = β ×NMTot − γ ×NMup (18)

where NMTot is the total number of migrated VM , NMup

is the number of VM migrated due to exceeding of the upper
threshold, β is the cost of a migration and γ is the gain in
QoS when the migration is monitored due to exceeding of
the upper threshold.
Moreover, we can suppose that β is very small compared to
γ based to the fact that migration techniques used in CDC
are developed and permits minimizing the cost due to this
operation. In our experimentation, we use β = 2 and γ = 4
Table 2 shows the cost of migration when the number of VMs
is varying. We remark that when the number of VMs is in-
creasing, the cost becomes not positive, which means that
we gain at the QoS. This is due to the fact that there is more
chance to have an exceeding of the upper threshold.
Figure 8 shows that when the number of PMs increases the
provider has more gain than loss (negative cost). When we
compare the two proposed policies (CM and HP), we remark
that HP policy performs better with lower number of PMs,
and CM policy is better with large number of PMs.

VI. Conclusion

In this paper we have proposed a capacity balancing algorith-
m to manage the VM migration between the PM in a CDC in
order to deal with power-performance trade-off. Our propo-
sition is based on double thresholds that manage the selection
and placement of VMs in physical machines using both poli-
cies CM and HP. This model is presented as a mixed integer
linear mathematical model. The numerical evaluation of the
proposed technique showed that our model enables to save
energy consumed and minimizes the execution time in CD-
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C. However, this work has to be detailed in terms of QoS
performances.
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Table 1: Notation and Terminology
Notation Description

m Number of physical machines (M1,M2, ...,Mm)
n Number of virtual machines in all physical machines
m′ Number of physical machines (M1,M2, ...,Mm′ ) possible to host the VM
vj Maximum number of virtual machines allocated to a physical machine Mj

xijt bivalent variable indicating that VMi is assigned to a Mj

Cij Capacity of each virtual machine i mapped in physical machine j
Upperj Up Threshold for each physical machine j
Lowerj Down Threshold for each physical machine j
Capj Total capacity of the physical machines j
Upper Up Threshold for the total physical machines
Pi Processing time of virtual machine i
si Starting time of virtual machine i
T The total execution time


