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Abstract: In content-based image retrieval (CBIR), many 

multimedia applications use visual distance to find a collection 

of images which share the same properties. However, visual 

distance between two images is often not suitable to semantic 

distance between the same images. In fact, the semantics term 

refers to the way how people interpret the image content. 

Currently, it is difficult to find good correspondences between 

high-level image semantics and low-level image features which 

create a “semantic gap”. In this paper, we propose a new 

relevance feedback method which reduces the semantic gap be- 

tween images. The key steps of our process are the following: At 

first, we compute the visual distance through the Kullback-

Leibler Divergence (KLD). Then, we apply the Relevance Feed- 

back to enhance the retrieval effectiveness by using three 

different machine learning algorithms: Gaussian Mixture Model 

(GMM), Support Vector Machines (SVM) and Parzen classifiers; 

thus, we learn relevant and irrelevant images according to user 

selection. Experimental results on 5000 images from the COREL 

database show that comparing to traditional approaches, Parzen 

classifier is effective and can significantly improve retrieval rates. 

 
Keywords: CBIR, active learning, Parzen, SVM, GMM, KLD, 

relevance feedback, semantic gap. 

 

I. Introduction 

The rapid growth of the computer network and multimedia 

technologies, provides a lot of image collections in our life. 

This huge mass of images requires therefore techniques that 

can retrieval the desired images easily and accurately. One of 

the most popular techniques in literature is content based 

image retrieval (CBIR). There are a lot of fields of application 

where CBIR system could be applied as the web searching, 

medical diagnosis, education, etc [1]. Conventional CBIR 

systems allow users to search for similar images to a query 

image by extracting low-level features such as color, texture, 

shape, or any other information that can be derived from 

the images itself. In recent studies, the researchers have found 

that using multiple found that using multiple visual features to 

represent an image could give better results than using a single 

feature. The merged low-level feature descriptors could be 

global features such as color histogram [2], [3], as they could 

be local feature like SIFT and SURF which usually refer to the 

bag-of-words (BoW) models [4], [5], [6]. However, searching 

for images by using visual content quickly reaches its limits, 

in fact that no direct link between high-level concepts and 

low-level features is available [7], as shown in Figure 1. 

Therefore, the best way to reduce the semantic gap in CBIR 

systems is to involve human element in the search process. 

Because, the computer could not know the way or how people 

interpret the image content, and could not know also what part 

of the image is important for the user. 

 

 
(a)                                               (b) 

 

Figure. 1: Example of a semantic gap: images (a) and (b) have 

similar visual features but they are completely different in 

semantic contents. 

 

Among the alternative solutions that have been proposed is 

the textual-based image retrieval methods that depend on the 

metadata associated with images, however, these methods 

require manual annotation of images. Barrios et al. [8] 

proposed to use the text present in title, description, and tags 

of the images to improve the results obtained with a standard 

content-based search. The shortcoming of using text 

information to retrieval images is required mass of manual 
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annotation and time-consuming process. In addition, its 

performance is strongly dependent on the quality of tags, 

because people have different interpretations for the same 

image due to the disparity of their knowledge, intelligence, 

visual analysis, experiences and culture background. 

Moreover, the same image can have different meanings and 

contain several subjects (polysemy of the image). Take Figure 

2 as an example, it has an image with various tags that we 

could not know which of them are more important to the user. 

To avoid this semantic ambiguity, relevance feedback systems 

have been introduced to allow the user to interact directly with 

the system interface without any external influence [9], [10]. 

Through these interactions, the system learns the user intent 

and renders results that can satisfy him. 

 

 

Figure. 2: Tags of this image are: man, store, car, trees. 

In this paper, we present a relevance feedback model as a 

tool to reduce semantic gap problem. The rest of the paper is 

organized as follows. In Section 2, we propose a computed 

approximation of KL-distance between two Gaussians 

mixtures. In Section 3, we explain the process of relevance 

feedback with GMM, SVM and Parzen algorithms. Section 4 

presents the experimental results. Finally, in Section 5, we 

provide conclusions and future works. 

II. Visual Similarity 

Dealing with relevance feedback requires the computation of 

visual distance between the query image and each image in the 

database. In CBIR, images are indexed by their visual content, 

such as color, texture, shapes, etc. However, texture provides 

important information in image classification; it describes the 

content of many real-world images such as fruit, skin, clouds, 

trees, bricks, and fabric. Hence, texture is an important feature 

in defining high-level semantics for image retrieval. Among 

the various texture features, Gabor and wavelet features are 

widely used for image retrieval and have been reported to 

match well human vision study results [12], [13], [14]. In this 

paper, we characterize texture images via marginal 

distributions of their wavelet sub- band coefficients. The 

advantage of using the wavelet is that it provides a more 

flexible way of analyzing both space and frequency contents 

by allowing the use of variable sized windows. Therefore, 

wavelet transformation provides better representation of an 

image for feature extraction [15]. 

Before starting our processing, we must normalize the data 

because the range of pixel values varies widely. So, we need 

to put the pixel values on the same scale to ensure that each 

image has a similar data distribution. Data standardization is a  

way of normalizing the data and is widely used in many 

machine learning algorithms [16], where the mean is 

subtracted to the image and divided by its standard deviation 

as shown in equation (1). The distribution of such data would 

resemble a Gaussian curve centered at zero. 

 

𝐼𝑁 =
𝐼−𝜇

𝜎
    (1) 

where 𝐼 is the original image, µ is the mean of the image, and 
σ is its standard deviation. 

A. Generalized gaussian density modeling of wavelet 

coefficients 

By accepting the hypothesis that the distribution of energy in 
frequency domain identifies the texture, Do and Vetterli [17] 
identified texture features through the conventional pyramid 
wavelet decomposition with three levels, they used the 
Daubechies maximally flat orthogonal filters with 8 in length 
(D4 filters) [18]. Wavelet coefficients are modeled by 
generalized Gaussian density (GGD) for each sub-band that 
allows us to reduce the model dimension. 

   A generalized Gaussian density G (α, β) is a function often 
used in multimedia signals [19], depending on two parameters 
α > 0 and β > 0 as shown in equation (2): 

 

𝐺(𝛼, 𝛽) =
𝛽

2𝛼𝛤(1
𝛽

)
exp −(

|𝑥|

𝛼
)𝛽     (2) 

 

  where Γ(.) is the Gamma function as shown in equation (3): 

𝛤(𝑧) = ∫ 𝑒−𝑡𝑡𝑧−1𝑑𝑡,   𝑧 > 0
∞

0
  (3) 

When β = 2, we find a Gaussian equation, when β = 1, it is 
a Laplacian distribution. β determines the distribution form, it 
is called the shape parameter. α determines the curve 
spreading, it is called the scale parameter. 

  For each scale s, we evaluate the scale parameter and the 
shape parameter of the generalized Gaussian density which 
describes well the behavior of wavelet coefficients at the scale 
s. We can use the maximum-likelihood (ML) estimator to 
estimate α and β parameters. 

B. Image similarity measure 

After extracting texture features, a similarity measure is 

conducted to compare the query image with each image in the 

database, then the most similar results will be sent to the user. 

Kullback-Leibler Divergence (KLD) is one of the most popular 

distance measures used in the CBIR [20], [17], [21]. KLD is a 

distance measure related to relative entropy between two 

probability distributions. For two discrete probability 

distributions P and Q, the KLD between them is defined by 

the equation (4): 

 

𝐷(𝑃, 𝑄)
𝐾𝐿𝐷

= ∑ 𝑃(𝑖)𝑙𝑜𝑔
𝑃(𝑖)

𝑄(𝑖)𝑖        (4) 

 

Then, we get the following analytic form for the KLD 

between two GGD as shown in equation (5): 

𝐷(𝑃(. ; 𝛼1, 𝛽
1
), 𝑄(. ; 𝛼2, 𝛽

2
))

𝐾𝐿𝐷
= log (

𝛽1𝛼2𝛤( 1
𝛽2

)

𝛽2𝛼1𝛤( 1
𝛽1

)
) +
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                                          (
𝛼1

𝛼2
)

𝛽2
𝛤(

𝛽2+1

𝛽1
)

𝛤( 1
𝛽1

)
−

1

𝛽1

     (5) 

 

. 

(α1, β1) et (α2, β2) are the GGD parameters of two sub- 

bands. 

Therefore, the similarity measure between two subbands 

wavelet can be efficiently calculated by using the model 

parameters. We accept the reasonable assumption that wavelet 

coefficients in different subbands are independent. The global 

similarity distance between two images is precisely the sum 

of KLDs between corresponding pairs of subbands. We get a 

high similarity or stronger relevance when this similarity 

measure has a low similarity score. Once we compute the 

visual similarity across the KLD between the query image and 

each image in the database, we save the KLD values in a 

vector and we sort it in ascending order, then we get retrieval 

images located in the top (see Figure 3). 

 

 

Figure. 3: Example of retrieval images related to the query 

image “pl flower” (from COREL) by using KLD measure 

III. Semantic Similarity  

A. Relevance feedback(RF) 

When we get retrieval results, the user provides his feed-back 

towards responses: are images relevant or irrelevant to the 

query image? If the responses are irrelevant, the feedback loop  

 

 

is repeated many times until the user is satisfied. In our system, 

the user selects relevant images only, all other images are 

automatically considered as irrelevant. Figure 4 shows bloc 

diagram of our system. The involved steps are described in 

Algorithm 1. 

   The user interface of our system is divided into two blocks: 

 Results block (Rb): It is the main block that displays 

the retrieval results in which the user makes his final 

decision (indicate: the user selects the images of this 

block only in the first iteration) (see Figure 8). 

 Assist block (Ab): It displays images that are not yet 

labeled (see Figure 8). Hence, the user will label only 

unlabeled images to improve the performance of 

system with much more samples for training set. 

 

Algorithm 1 The proposed scenario for RF in CBIR 

1: Initially, we get the initial retrieval results in Rb by applying 

the KL-divergence as shown in Equation (5). 

2: Select relevant images from the Rb. 

3: Learn the system through a feedback algorithm by applying 

twice a machine learning: 

              learning 1: x ∈ U, Ab ← Machinelearning(x) 

              learning 2: x ∈ DB, Rb ← Machinelearning(x) 
               % U: unlabeled images 

               % DB: all database images 

4: if the user is satisfied or results remain the same then 

5: Feedback process will be stopped. 

6: else 

7: select new images from the Ab and return to step 3. 

 8: end  

Figure. 4: Block diagram of our system 

 
Figure. 4: Block diagram of our system 
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B. Active Learning 

In general, high-level semantic features require the use of for- 

mal tools such as supervised or unsupervised machine 

learning techniques [22], [23]. In our system, we will take ad- 

vantage of user/machine interactions in relevance feedback. 

RF uses active learning algorithms which converge quickly to 

the query concept after few iterations. The active learning can 

start its process with a small training set; later and after each 

iteration, the user will select samples to be added to the 

training set. The selection operation concerns relevant 

samples only. The success of active learning processes 

depends on a number of design decisions, including data 

preprocessing, choice of classification algorithm, and 

querying strategy. In this paper, we used three different 

machines learning algorithms to get comparative results: 

GMM, SVM (Support Vector Machines) and Parzen. We used 

the same training set structure in the three machine learning 

algorithms. Every image is represented by a vector with the 

18 GGD model parameters. Therefore, the set of training data 

{𝑥1, . . . , 𝑥𝑛}  is represented as vectors in space 𝑋 ⊆  𝑅18 and 

their corresponding labels {𝑦1, . . . , 𝑦𝑛} belong to two separate 

classes 𝑦𝑖  ∈  {−1, 1}. 

1) GMM-Based Relevance Feedback 

The Gaussian Mixture Model (GMM) is one of the semi- 

parametric techniques for estimating probability density 

functions [24]. In addition, GMM is widely used in 

classification field because it is robust and still relatively easy 

to use. The GMM density is parameterized by the mean µ, 

covariance matrices Σ and mixture weights π where Θ = (π1, ..., 

πk, µ1, ..., µk, Σ1, ..., Σk). Given a set of 𝑁 independent and 

identically distributed samples 𝑋 =  {𝑥1, . . . , 𝑥𝑁}  that were 

drawn from a GMM comprised of k Gaussian components, the 

probability density function (pdf) on point 𝑥  is given by 

equation (6): 

𝑝(𝑥|Θ) = ∑ 𝜋𝑖𝑁(𝑥|Θ)𝑘
𝑖=1  (6) 

 

  Where  ∑ 𝜋𝑖
𝑘
𝑖=1 = 1  and 𝑁(𝑥|Θ)  is the multivariate 

Gaussian distribution: 

 

𝑁(𝑥|𝜇𝑖, Σ𝑖) =
1

√(2𝜋)𝑑|Σ𝑖|

exp (−
1

2
(𝑥 − 𝜇𝑖)

𝑇Σ𝑖
−1(𝑥 − 𝜇𝑖))  (7) 

  The parameters Θ of the GMM are typically estimated by 

the expectation-maximization (EM) algorithm [25]. Its goal is 

to maximize the likelihood generated by each GMM. Since 

EM algorithm depends on initialization, we use k-means 

algorithm to initialize GMM parameters. Then, we iteratively 

apply expectation (E) step and maximization (M) step until the 

likelihood convergence. 

Each class (relevant and irrelevant) of retrieval images is 

represented by a specific GMM. Then, we get a GMM1 for 

relevant images and a GMM2 for irrelevant ones. The learning 

process of GMMs parameters is presented in Figure 5. 

 

 
Figure. 5: The learning process of GMMs parameters 

2) SVM-Based Relevance Feedback 

SVM (Support Vector Machines) are often used to learn high-

level concepts from low-level image features. More- over, it 

has been introduced by CBIR as a powerful relevance feedback 

tool; in fact, it performs fairly well in systems using global 

representations [26], [27], [28], [29]. As a core ma- chine 

learning technology, SVM has strong theoretical foundations, 

and excellent empirical successes [30]. Besides, the typical 

form of SVM can be used as a binary classifier which is very 

suitable to model our problem, since it has good sup- port 

ability for small sample training sets [27]. An SVM 

classifies data by finding the best hyperplane that leaves the 

maximum margin possible from both classes (Figure 6), such 

as, samples near to the separating hyperplane (support vectors) 

have low confidence to be classified correctly. 

 

Figure. 6: A simple linear Support Vector Machine [31] 

Consider the binary classification problem                  

{(𝑥𝑖 , 𝑦𝑖)}𝑖=1
𝑁 , where  𝑥𝑖   are  the labeled samples and          

𝑦𝑖 ∈ {𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡, 𝑖𝑟𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡}  the corresponding labels.  

Based on this training set, we train an SVM classifier. The 

decision function which classifies the example 𝑥 into one of 

the two classes of retrieval images (relevant or irrelevant) is 

shown in equation (8): 

𝑓(𝑥) = ∑ 𝑦𝑖𝛼𝑖𝐾(𝑥𝑖 , 𝑥) + 𝑏𝑖         (8) 

where b is a bias parameter, αi is the positive Lagrange 

multipliers and 𝐾(𝑥𝑖 , 𝑥𝑗)  is the Gaussian Radial Basis 

Function (RBF) kernel [32]. 
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3) Parzen-Based Relevance Feedback 

Since we cannot make the assumption on distribution among 

samples in our study, so we will use a non-parametric 

probabilistic system. The principle of non-parametric 

probability density estimation is the delimitation of a region 

RN around each point first, then the calculation of samples 

number in this volume, and finally the determination of the 

density as the ratio between the samples number in this region 

and the product of region volume with total number of samples 

[33]. Thus, we get an estimation of the probability density 

function with equation (9): 

�̂�𝑁(𝑥) =
𝐾𝑁

𝑁𝑉𝑁
      (9) 

 

 With:  

N : the total number of samples, 

KN : the number of samples in the region RN , 

VN : the volume of RN . 

    The three required conditions to ensure the convergence        

of �̂�𝑁(𝑥) to 𝑃𝑁(𝑥)  are: 

lim
𝑁→∞

𝑉𝑁 = 0, lim
𝑁→∞

𝐾𝑁 = ∞   𝑎𝑛𝑑   lim
𝑁→∞

𝐾𝑁

𝑁
= 0 

In literature, Parzen window is defined as a learning 

method by neighborhood, it responds to the previous 

conditions. Furthermore, it is considered as a good candidate 

for learning in image retrieval systems. Taking a point with 

coordinates x in the description space (with P dimensions) 

and defining a volume (hypercube whose side is hN with hN 

the number of observations) around this point by: VN = ℎ𝑁
𝑝

. 

The influence function 𝜑(u) called Parzen kernel is defined 

by the expression (10): 

{
1 𝑖𝑓   |𝑢𝑖| ≤

1

2
  𝑓𝑜𝑟 𝑖 = 1, … , 𝑃

0 𝑒𝑙𝑠𝑒
    (10) 

 

We get the number of examples in the hypercube and the 

density estimation by the equation (11): 

�̂�𝑁(𝑥) =
1

𝑁

1

𝑉𝑁

∑ 𝜑(
𝑥−𝑥𝑖

ℎ𝑁
)𝑁

𝑖=1    (11) 

 

Therefore, we adjust the two following parameters to use 

Parzen kernel: 

 The volume: to ensure the estimator convergence, the 

smoothing window dimension (the volume VN) must 

satisfy these two conditions: 

lim
𝑁→∞

𝑉𝑁 = 0  𝑎𝑛𝑑 lim
𝑁→∞

𝑁𝑉𝑁 = ∞ 

 

   For example, we can take: VN = 
𝑉1

√𝑁
 

 

Figure 7 shows that the choice of volume (V1) plays a very 

important role in density estimation. If this volume is very 

large, then the estimator will tend to level density. Otherwise, 

if it is too small, the estimator locally follows the presence or 

absence of an example in the volume. 

 

 
 

Figure. 7: The volume of the region Rn [34] 

 The kernel: the choice of the Parzen kernel function is 

less sensitive. However, to smooth the density estimation 

which is discontinuous with the function 𝜑(u), we often 

use other kernel functions such as Gaussian kernel, 

generalized to the multidimensional case whose 

expression is given in equation (12): 

𝐾(𝑢) =
1

(2𝜋)𝑃/2|Σ|1/2 exp (
1

2
𝑢𝑇Σ−1𝑢)   (12) 

  where u ∈ Rp and Σ is the estimated covariance matrix 

on the examples description. 

   We get the final density estimation (13) by replacing 

equation (12) in equation (11): 

�̂�𝑁(𝑥) =
∑ exp (

(𝑥−𝑥𝑖)
𝑇

Σ−1(𝑥−𝑥𝑖)

(2ℎ𝑁)2 )𝑁
𝑖=1

𝑁𝑉𝑁(2𝜋)𝑃/2|Σ|1/2     (13) 

 
  Finally, to classify the example x into one of the two classes 

of retrieval images (relevant or irrelevant), we calculate its 

density estimation �̂�(𝑥) for each one of the two classes, then, 

we assign 𝑥 to the class which has the highest density. 

In practice, the power of Parzen kernels method comes from 

its generality (by the distribution hypothesis). However, this 

power is paid by the number of examples needed to have a 

good estimation, it grows exponentially with data dimension. 

IV. Experimental Results 

In this section, we present the experimental results to verify 

the effectiveness of proposed approaches. We perform 

experiments over 5000 images from Corel Photo Gallery [35]. 

Corel Photo Gallery is the most popular image database used 

in CBIR, based on semantic concepts, it comprises 10800 

images. Images in the database are divided into 80 different 

concept groups (categories), e.g., dog, flower, tiger, train, etc. 
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In the reorganized database, each category includes over than 

100 images, such as, we define images with the same semantic 

category as relevant. 

Figures 8, 9, 10, 11,12 and 13 display retrieval results of the 

three first feedback iterations by using SVM and Parzen 

algorithms. Through the obtained results, it is clear that feed- 

back performance is improved after each iteration and we 

notice that the Ab allows a quick convergence to desired 

images in a few feedback steps. Thus, satisfied results are 

gotten by three or five feedbacks only. We have presented 

experimental results related to SVM and Parzen only. In fact, 

the utilization of RF with GMM to reduce the semantic gap 

between images give very weak performances. 

Figure. 8: (Iteration # 0) the retrieval results of relevance 

feedback based on SVM for the query image “obj ship 

Figure. 9: (Iteration # 1) the retrieval results of relevance 

feedback based on SVM for the query image “obj ship” 

 

 
 

Figure. 10: (Iteration # 2) the retrieval results of relevance 

feedback based on SVM for the query image “obj ship” 

 

 

Figure. 11: (Iteration # 0) the retrieval results of relevance 

feedback based on Parzen for the query image “obj ship” 

 

Figure. 12: (Iteration # 1) the retrieval results of relevance 

feedback based on Parzen for the query image “obj ship” 

 

The effectiveness of our proposed approaches is realized by 

two major criteria, namely precision and recall. They are used 

to measure related experimental evaluations and are defined 

in equations (14) and (15): 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|𝑅𝑒𝑡(𝑞) ∩ 𝑅𝑒𝑙(𝑞)|

|𝑅𝑒𝑡(𝑞)|
     (14) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
|𝑅𝑒𝑡(𝑞) ∩ 𝑅𝑒𝑙(𝑞)|

|𝑅𝑒𝑙(𝑞)|
        (15) 

 

Where:  

𝑅𝑒𝑡(𝑞): are the retrieved images for the query image q. 

𝑅𝑒𝑙(𝑞): are the relevant images that are in the database for 

the query image q.                    

 

 
 

Figure. 13: (Iteration # 2) the retrieval results of relevance 

feedback based on Parzen for the query image “obj ship” 

 

Our system performances are evaluated according to the 

number of images retrieved in Rb (20, 40, 60 and 80 images), 

several experiments have been realized. Figures 14 and 15 

show the variations of the precision and recall rates 

respectively as the number of feedback iterations using SVM 

and Parzen. The retrieval results reach better performance 

starting from the second feedback iteration. Moreover, they 

clearly show that Parzen achieves substantially better retrieval 

precision and recall than SVM whatever the iteration number 

or the number of returned images. 
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Figure. 14: Relevance feedback learning precision 

 

Figure. 15: Relevance feedback learning recall 

 

The second set of analyses examines the impact of the 

number of returned images. Contrary to precision rate, Figure 

16 shows that the recall rate is improved when the number of 

returned images increases. As shown in Figure 17, the 

performance of our Parzen RF retrieval system becomes better 

when the number of feedback iteration increases. Besides, 

Figure 18 illustrates that the performance of our SVM RF 

retrieval system becomes almost stable after the first feedback 

iteration.  

 

 
 

Figure. 16: Performance comparison between Parzen and 

SVM 

 

Moreover, we also evaluate the dispersion measure of a 

dataset from its mean by calculating the standard deviation. 

Figure 19 presents the standard deviation comparison between 

SVM and Parzen in the first, second and third RF learning 

processes. We notice that Parzen is more stable than an SVM -

based RF learning. 

 

 

Figure. 17: Parzen performance based on the number of 

returned images and the number of feedback iteration 

 
 

Figure. 18: SVM performance based on the number of 

returned images and the number of feedback iteration 
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Figure. 19: Retrieval standard deviation 

 

To evaluate the performance of our method by comparing it 

to those that have been used in image retrieval systems ([36], 

[37], [29], [38], [39], [11]), we made a set CBIR experiments. 

Table 1 shows the comparison of the precision according to  

 

Table 1.  Precision according to the number of images returned and the number of feedback iterations. 

   20     40                         60     80  

      FI0 FI1 FI2 FI3 FI0 FI1 FI2 FI3 FI0 FI1 FI2 FI3 FI0 FI1 FI2 FI3 

Wang et al. [36] 0.23 0.33 0.47 0.68 0.18 0.27 0.38 0.53 0.16 0.24 0.35 0.44 0.15 0.21 0.32 0.37 
Liu and Wang [37] 0.23 0.33 0.51 0.61 0.18 0.28 0.43 0.50 0.16 0.24 0.39 0.44 0.15 0.22 0.35 0.40 

Zhang et al. [29] 

Huang et al. [38] 
Wang et al. [39] 

Proposed method 

(Parzen) 

0.23 

0.23 
0.23 

0.65 

0.32 

0.32 
0.34 

0.78 

0.39 

0.45 
0.48 

0.93 

0.50 

0.53 
0.71 

0.96 

0.18 

0.18 
0.18 

0.52 

0.27 

0.28 
0.29 

0.67 

0.35 

0.35 
0.43 

0.81 

0.40 

0.52 
0.55 

0.86 

0.16 

0.16 
0.16 

0.45 

0.23 

0.25 
0.25 

0.59 

0.30 

0.32 
0.40 

0.70 

0.36 

0.42 
0.46 

0.77 

0.15 

0.15 
0.15 

0.41 

0.20 

0.22 
0.22 

0.52 

0.27 

0.27 
0.34 

0.64 

0.33 

0.38 
0.43 

0.69 

 

the number of images returned and the number of feedback 

iterations between the proposed method and the other tested 

methods. In all approaches, we can see that the precision 

increases when the number of iterations in- creases and 

decreases when the number of image returned increases. The 

experiment showed also a clear preference for our method. 

 

Another interesting parameter to evaluate the effectiveness 

of our proposed approach, is the necessary number of 

iterations to reach a high precision rate. Table 2 reveals the 

comparison of the efficiency among different approaches 

which presented in [11], [36] and [39]. The results show that 

our approach reaches the specific precision (80%) for the top 

20 returned images in two iterations only, which means that 

the user doesn’t need a lot of time to be satisfied. 

 

Table 2. The minimum number of feedbacks for different 

approaches to reach the specific precision 80%. 

 

Comparative approaches 

Minimum 

number of 

feedbacks 

Naïve QPM, QPM, Naïve QR, QR [11] >6 

QPM+QR [11] 5 

QEX+QR [11] 

X.-Y. Wang et al. [36] 

X.-Y. Wang et al. [39] 

NPRF [11] 

Proposed method (Parzen) 

6 

4 

4 

2 

2 

 

V. CONCLUSIONS AND FUTURE WORK 

The main goal of the current study is to reduce the “semantic 

gap” between images through Parzen and SVM relevance 

feedback algorithms based on texture features. This is the first 

time that Parzen classifier is used in relevance feedback and 

the experimental results obtained reveal that Parzen 

performances are more effective than SVM and GMM within 

a very short term of feedback iterations. Hence, one of the 

issues that emerges from these findings is that the choice of an 

appropriate machine learning algorithm is a factor that clearly 

affects the performance of relevance feedback quality. 

In the future, more information on image features to 

represent the image content would establish a greater degree 

of precision and recall. Also, the use of other machine learning 

algorithms can improve the performances of our RF retrieval 

system. 
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