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Abstract: Cancer chemotherapy involves drugs that interfere 

with cellular functioning and lead to cell destruction. These 

cytotoxic drugs have narrow therapeutic index and in most of 

cases, their potential side effects concern directly and 

significantly non tumor cells. These adverse effects may be 

apparent in different forms of symptoms such as headache, 

nausea, breathing difficulty, tiredness, etc. In real cases, medical 

staff is facing difficulties to identify patients’ state due to a lack 

of medical data. In order to limit chemotherapy related side 

effects and to support the medical staff in the clinical decision 

process, effective toxicity prediction and assessment structure 

are crucial. In this paper, we propose to assist treating 

physicians by predicting the toxicity level of each patient after 

each chemotherapy session. Thus, they early decide which drug 

adjustment is required and then prevent any further 

complication. Our support approach is based on machine 

learning techniques and relies on predefined toxicity levels for 

predicting chemotherapy complications. Multi-classification 

methods are considered and trained on real medical data that 

were collected during the treatment phase of cancer patients in 

Tunisia. An assessment of the proposed approach is performed 

through an experimental study to show the effectiveness and the 

performance of learning methods.  

 
Keywords: Clinical decision support, cancer patients, 

complication risks, data-driven prediction, supervised learning, 

multi-classification models. 

I. Introduction 

Nowadays, cancer diseases are the most leading causes of 

mortality worldwide. In Tunisia, a recent study on cancer 

mortality shows that the mortality rate is steadily increasing 

and tumors are the second largest leading cause of death after 

cardiovascular diseases [1]. Thus, cancer diseases are the 

most significant weakness to increasing life expectancy in all 

countries [2], [3]. Therefore, cancer research is an evolving 

field dedicated to saving lives. Early research focused on 

identifying cancer types before causing symptoms. Other 

researches focused on emerging new strategies for early 

prediction of treatment outcomes. Afterwards, with the 

emergence of information and communication technologies 

(ICT), collection of medical data have been provided for 

research community [4]. Cancer research concerns cancer 

biology, genomics, origins and causes, detection and 

diagnosis. In spite of inherent potentialities of ongoing efforts 

in this field, some issues are still challenging, especially 

therapeutic complication issues.  

Generally, treating physicians needs a continuous control of 

the treatment progress for each patient in order to track side 

effects of their prescriptions during the chemotherapy phase. 

This tracking would optimize the intervention time to avoid 

any kind of complications [2].  

According to medical studies, side effects during 

chemotherapy mostly depend on the following factors: type of 

drugs, the prescribed dose, the administration mode and the 

overall state of health. These effects occur despite the use of 

preventive medications [6]. 

In this work, our purpose is to support the medical staff during 

the therapy phase. Therefore, we initially focus on the study 

and analysis of the most common side effects for several types 

of frequent cancers: colorectal cancer, breast cancer, lung 

cancer, bladder cancer, neck cancer, uterine cancer, 

non-Hodgkin’s lymphoma, skin cancer, myeloid leukemia, 

prostate cancer. In order to explain adverse effects, we notice 

that chemotherapy acts on bone marrow where white blood 

cells that regulate the body’s response to infections, are 

produced. Neutrophils are specific white blood cells that often 

decrease after each chemotherapy session, which leads to 

febrile neutropenia. However, it is necessary to consider that a 

very low level of neutrophils could lead doctors to reduce 

certain doses of treatment and even to cancel an entire therapy 

cycle [5]. In addition, several prescription of growth stimulus 

can treat a neutropenia. Hemoglobin drop can train anemia 

with different symptoms such as fatigue, facial pallor, 

dizziness, respiratory difficulties, etc. Generally, it is 

necessary to regularize the treatment for anemia correction. 

Moreover, chemotherapy is responsible for feelings of nausea 

and vomiting which may occur on the same day or later in the 

treatment process [6]. 

In our work, we mainly consider side effects that are mostly 

stated after a chemotherapy session of about one week. Then, 

we focus on a multi-classification of the complication risk 

according to different severity levels. We notice that several 
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national health institutes consider four severity levels for 

adverse events [7]: low, medium, severe, and highly severe. In 

our research and according to our study case, we only focus on 

three severity levels by preserving the two first ones (low, 

medium) and by combining the two other sublevels into only 

one level (severe). The last level necessitates fast medical 

interventions by adjusting drugs doses, reviewing their 

combination, prescribing new medications, etc.  

The proposed support approach provides a web application 

for cancer patients in order to introduce information about 

side effects, one week after the last chemotherapy session. 

The provided information are analyzed through a machine 

learning module to predict the toxicity level of the patient. So, 

emergency and critical health states would be early identified 

in order to ensure fast medical intervention and to prevent any 

further complication.  

In our approach, machine learning module is trained on stored 

medical data and acts on input data regarding patient health 

status. The outcome of this module is the severity level that 

indicates the complication risk of health for patient while 

undergoing chemotherapy treatment. According to the 

detected severity level, treating physician will decide which 

medical intervention is required in time. Consequently, the 

proposed approach will contributes to alert doctors to the 

patient’s conditions, which could be critical during the 

chemotherapy process.  

In order to enhance the performances of the machine learning 

module, we propose different learning techniques that we 

adjusted and trained on medical data after a preprocessing 

step. During a test phase, we perform a comparative study of 

these techniques to decide which is the most efficient 

according to the most common evaluation metrics.  

This paper is structured as follows. In section II, we present a 

review of machine learning applications for clinical prediction, 

especially in the area of cancer research. At the end of this 

review, we outline challenging issues that have not been 

addressed in literature such as risk complication and toxicity 

prediction in chemotherapy. In section III, we introduce the 

chemotherapy process and the resulting complication risks. 

The proposed support approach for toxicity prediction is 

detailed in Section IV. Theoretical aspects of the proposed 

machine learning module are introduced in section V. 

Evaluation metrics we consider for assessing the 

performances of the different machine learning techniques are 

discussed in section VI. The collected data about patients that 

are undergoing chemotherapy are explained in section VII. 

Then, in section VIII, we present the process of data 

preparation. Afterwards, we detail the prediction phase by 

considering the different learning models in section IX. An 

evaluation phase is finally, conducted according to 

performance metrics to decide which learning model performs 

better for our approach. 

II. Literature Review 

Given the importance of personalized medicine and the rising 

trend on applications of artificial intelligence techniques, we 

discuss in this section, the existing prediction models applied 

in healthcare systems and mainly in cancer research. In fact, to 

provide efficient and valuable healthcare services, an 

important component should be incorporated in healthcare 

systems to detect risks. With the massive volumes of regularly 

collected data, it is possible to identify future risks through 

predictive models by using machine learning techniques [8], 

[9]. 

In this context, several predictive models have been 

developed and used in healthcare systems. Nevertheless, for a 

better visibility of patient state and eventual risks, more 

advanced analytics are employed. Prediction models can be 

employed to determine patients at risks and to facilitate the 

management of healthcare process. They are also useful to 

carry out a risk adjustment by considering patient severity. 

Furthermore, these prediction models are valuable to identify 

successful or unsuccessful treatment. 

The literature on prediction models in clinical and practical 

studies is very rich. The work presented in [10] provides a 

detailed review of early development and applications of 

medical prediction models. This review presents applications 

of statistical concepts, regression methods and strategies for 

developing and validating prediction models in public health, 

clinical practice, and medical research. In case of public 

health, prediction models are used in order to target 

preventive interventions for subjects at high risk, or for 

subjects developing a disease. Nevertheless, in clinical 

practice, the aim of prediction models is to inform patients 

and their treating doctors on the probability of diagnosis or 

prognostic outcomes. Moreover, authors in [11] proposed big 

data analytics for identifying patient with high risk and high 

healthcare cost. We also find the works of [12] who proposed 

a clinical prediction model in order to measure risks of 

hospitalizations for patients undergoing chemotherapy with 

advanced cancer. Medical records were used to abstract 

putative risk factors: patient characteristics, pretreatment 

values, treatment characteristics, etc. The proposed prediction 

model is based on multivariable logistic regression.  

Authors in [13] proposed a transparent reporting of 

multivariable prediction models for individual prognosis or 

diagnosis known as TRIPOD. In [14], the authors detailed the 

construction of various clinical prediction models: logistic 

regression model, multiple linear regression model and Cox 

regression model. Efficiency of prediction models has to be 

assessed according to statistical analysis. 

According to this brief review, the existing clinical prediction 

models rely on various regression models and data analytics. 

Further details about regression-modelling strategies are 

deeply discussed in [15]. The author provides technical details 

about linear models, logistic and ordinal regression, and 

survival analysis. The development of such models needs 

exhaustive expert efforts to collect data and to define 

significant features [16]. Recently, with the huge volumes of 

healthcare data and the increasing interest for healthcare 

system [17], the application of machine learning methods has 

become a significant emerging field. In fact, researchers and 

clinicians have applied different machine learning techniques 

for solving various problems of clinical outcomes prediction 

[18]. In [16], the author provides an overview of machine 

learning applications for clinical prediction tasks.  

Machine learning approaches have been widely used in cancer 

research. First applications of these approaches refer to cancer 

predictive models [19]. Most of early applications involved 

different methods, such as Support Vector Machine, Decision 
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Trees, Neural Networks, and Bayesian Networks. These 

applications were dedicated for detecting, classifying tumors 

[4]. Afterwards, a particular focus on cancer prediction and 

prognosis, which are concerned with three prediction types: 

cancer susceptibility (or risk assessment), cancer recurrence 

and mortality [4], [20]. In [21] the authors provide a recent 

systematic review of learning based approaches for cancer 

prediction and diagnosis. In recent research [22], the authors 

used different learning models in order to assess the 

predictability of major cancer surgical outcomes while 

increasing the accuracy of previous traditional risk scores.  

In [23], authors provide a review of the applied learning 

models to predict and classify Radiotherapy complications 

from two points of view: methodological and clinical. The 

authors focus on the type of the considered features as well as 

the used prediction methods with the main results. This 

overview involves published research about multiple cancer 

types (brain, head and neck, liver, breast, prostate esophagus 

and gynecological cancers).  

 

Authors in [24], give a systematic review of machine learning 

methods that have been applied in cancer research for patient 

diagnosis, classification and prognosis. These methods 

involves reinforcement learning and deep learning techniques. 

A focus on deep learning based methods is also provided in a 

recent review [25] for breast cancer diagnosis. As a result of 

this review, Convolutional Neural Networks are the most 

accurate and extensively used method for breast cancer 

detection. As stated in [26], machine learning is increasingly 

applied in clinical oncology for various purposes varying 

from cancers diagnosis, outcomes predictions, to treatment 

design. In this context, the authors present recent advances of 

machine learning applications to clinical oncology. Moreover, 

a comparative study of widely applied machine learning 

methods in cancer detection is presented in [27]. This study 

only surveys research on the most common cancers 

worldwide: lung, breast, prostate and colorectal cancer.   

 

According to the aforementioned reviews and research 

publications, machine learning methods had let to efficient 

and accurate decision making in healthcare field. In fact, these 

artificial intelligence based approaches are of a great help to 

improve the basic understanding of cancer development and 

progression [28].  

However, in cancer research some particular concerns are still 

challenging. Among these issues, we mainly mention 

chemotherapy response and complications risks. In literature, 

few works have addressed the prediction of cancer therapy. 

Authors in [29], provide an overview of the latest progresses 

in therapeutic response prediction. They also discussed the 

use of machine learning algorithms and highlighted the recent 

challenges in therapy response prediction for clinical practice. 

In [2], the authors provides an overview of challenges and 

advances in drug response prediction. The authors also focus 

on comparing machine learning methods to be of greatest 

practical use for clinicians and artificial intelligence 

non-experts. In the works of [30], artificial intelligence 

methods and supervised learning techniques have been 

employed for drug repurposing in cancer. The objective in this 

work is to identify new therapeutic purposes for approved 

drugs after phenotypic observations.  

Nevertheless, the discussed research works have not 

considered toxicity prediction and risk complication during 

chemotherapy. Therefore, in our work we focus on the 

prediction of toxicity level for cancer patient while 

undergoing chemotherapy. This toxicity prediction will be 

based on machine-learning methods as very promising 

research topic in medical field. 

III. Chemotherapy Complications 

In this section, we present one of the most common clinical 

practices that are applied in the medical sector for cancer 

treatment: chemotherapy. We also discuss its side effects and 

the necessity of treatment control to prevent high toxicity 

level. The main objective of chemotherapy is killing 

cancerous cells with the help of drugs, which quickly target 

dividing cells. Hence, the aim of these medications is to shrink 

tumors through different therapeutic levels. However, these 

medications have dangerous side effects [21], [31]:  

 

• Immunotherapy: it boosts and helps the immune system to 

find cancer cells and attack them. Its side effects may be 

skin reactions and fatigue. 

• Hormone-level therapy:  Hormones play significant role 

among patients suffering from breast or prostate cancers. 

The side effects of hormonal therapy may be fatigue, 

nausea and vomiting, diarrhea, muscle pain. 

• Molecularly targeted therapy: it uses drugs to target 

specific molecules. It aims to improve immunity by 

avoiding the spread and growth of cancer. Monoclonal 

antibodies and small-molecule drugs are some instances of 

target therapies. Side effects may include skin problems, 

high blood pressure and blood clots.   

• Personalized medication: This newly developed approach 

determines suitable treatments for some specific cancer 

with the help of genetic tests. 

• Radiation therapy: It works by destroying cancer cells and 

damaging a cancer cell’s DNA. So, it stops cells growing 

and dividing. Side effects depend on the type of radiation 

therapy, the dose of radiation and treatment schedule. 

Fatigue, loss of appetite, skin problems, anemia, loss of 

hair, nausea and vomiting are side effects of radiotherapy. 

 

As explained in this section, side effects may happen with any 

kind of treatment. They mainly depend on the type of drug, 

the combination of drugs, the combination of treatment, the 

dose and the overall health. Some effects tend to be mild and 

disappear once the body gets used to the drug. However, when 

certain side effects are severe, treating physicians may decide 

to adjust the dose, adjust the combination of treatment, stop 

the therapy for a period of time or even change the drugs. 

Consequently, treating physicians need to be informed about 

the evolution of the therapy in order to provide the necessary 

medical help in time and avoid any further complications.  

As we mentioned before, many National Health Institutes 

consider five severity levels for side effects [7]: low, medium, 

severe, highly severe and death related to adverse events. 

According to the collected data set, we only consider here 

three severity levels by preserving the two first ones and 

combining the remaining sublevels into only one level. Hence, 
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Low level, Medium level and severe level are the considered 

toxicity levels. The last level corresponds to an emergency 

and requires urgent medical intervention in order to prevent 

worsening of health situation.  

IV. Proposed Clinical Support Approach 

In this work, our objective is to support medical decision 

processes for cancer patients who are undergoing a 

chemotherapy. As shown in Figure 1, we propose a clinical 

support approach that provides a web application for cancer 

patients in order to introduce information about side effects, 

one week after the last chemotherapy session. Thus, only 

severe and persistent side effects will be considered by 

treating physicians. Then, on the base of machine learning 

techniques, the severity level of patient is detected for a 

possible emergency. The involved prediction models acts on 

collected medical data regarding patient health status.  

The proposed approach provides a support for medical staff 

by analyzing the collected data and predicting the severity 

level of health in order to decide a fast medical intervention. 

The detected severity level of a cancer patient may be low, 

medium or high. The proposed tool will contributes to prevent 

complication risks during the chemotherapy process of a 

cancer.  

The proposed machine learning models are based on stored 

medical data that will be preprocessed and which dimensions 

are reduced in order to reveal models and create robust 

analysis. Precision and accuracy metrics are involved in the 

assessment of the proposed machine learning models to select 

the optimal one. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Clinical Support Approach for Toxicity Prediction 

V. Toxicity Prediction Models 

Since we focus on medical data analysis and prediction 

methods [8],[9], [32] we introduce in this section some useful 

theoretical concepts of the proposed prediction models. 

However, we firstly give a brief overview of machine learning 

process, which involves the following steps [9]: 

  

• Data Collection: The key process in machine learning is 

collecting data from various sources.  

 

• Data Preparation: Preprocessing data is a crucial step to 

purify the dataset and to obtain the optimized results. This 

preprocessing step involves data cleaning and features 

engineering. Data cleaning provides better understanding 

of the features and the relationships between them. 

Missing values and outliers in the collected dataset have to 

be handled to enhance the process and to improve the 

modeling performances. Essential variables have to be 

extracted and non-essential variables are removed. This 

task is big challenging and critical.  

 

• Model Building: during this major step, learning model is 

trained to understand the outcomes. Then, a test of the 

model is performed by comparing the different outcomes. 

The training involves a percent of the data, while the 

remaining percent will be utilized to evaluate the model. 

 

• Model Evaluation: This step aims to assess better fitment 

of model and data, and to compare different models for a 

correct model selection and accuracy in prediction. 

 

Remember that we are interested here in supervised machine 

learning methods since we aim to predict a possible 

complication of patient’s state according to category 

classification "Low", "Medium" and "High". Hence, our 

interest is mainly focused on Multi-class prediction. For each 

proposed model, we will explore its theoretical aspect and its 

hypotheses. 

A. Linear Discriminant Analysis 

LDA is one of the most common technique for dimension 

reduction, data visualization and classification (binary or 

multiclass). Its major advantages are simplicity, robustness 

and its interpretable classification results [33]. This linear 

transformation technique is commonly used for 

dimensionality reduction in the pre-processing phase for 

pattern-classification and machine learning applications. It 

makes predictions based on estimating the probability that a 

new set of inputs belongs to every class. Thus, the class with 

the highest probability is considered as the output class. Bayes 

theorem is implied in this model in order to estimate the 

probabilities.  

LDA model estimates the mean and the variance of all input 

data for each class as follows [33]: 

The mean μ of each input x for each class k can be normally 

estimated by dividing the sum of values by their total number: 

 

= x

knkm
1

    (1) 

Where mk is the mean value of x for class k and nk the number 

of instances for class k.  

The variance is calculated for all classes as the quadratic 

difference of each value x relative to the mean: 

 

2)(
12  −
−

=  x
kn

    (2) 
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With 2 the variance of all input data x, n the number of 

instances, k the number of classes and μ the mean of each input 

x.  

 

B. Naïve Bayes Model  

Naive Bayes is a powerful algorithm for predictive modeling. 

This supervised learning technique is based on applying Bayes 

theorem and is usually employed for classification problems. 

This probabilistic machine learning model performs fast 

predictions to discriminate different objects based on their 

probabilities. Therefore, this model is one of the most efficient 

classification algorithms [34]. 

Bayes’ rule or Bayes' theorem depends on conditional 

probability. In fact, this theorem is used to determine the 

probability of a hypothesis with prior knowledge. It depends 

on the conditional probability. Bayes' theorem is formally 

defined as [34]:   

 
)(/))()(()( BPAPABPBAP =       (3) 

where:  

 

- )( BAP : Posterior probability means a probability of 

hypothesis A on the observed event B. 

- )( ABP : Likelihood probability, which corresponds to a 

probability of the evidence given that the probability of a 

hypothesis is true. 

- )(AP : Prior Probability, which represents a probability of 

hypothesis before observing the evidence. 

- )(BP : Marginal Probability, which corresponds to a 

probability of Evidence. 

 
The main advantage of Naïve Bayes is its quick learning 

algorithm to predict a class of datasets. It can also be applied 

either for binary or multi-class classifications. Let us notice 

that in most applications of multi-class predictions, this model 

performs better when compared to other algorithms. 

C. Decision Trees Model 

Decision Trees are rule-based method for dealing with many 

classification and Regression problems. This model is a 

non-parametric method that does not rely on probability 

distribution assumptions. Its main advantage is its capacity to 

handle high dimensional data with good accuracy [32]. In this 

model, internal nodes correspond to features, branches 

represent decision rules, and leaf nodes are the outcomes. The 

root node learns to partition the tree based on the feature value. 

This partitioning is performed recursively (see Figure 2).  
This classification technique states that the dataset features are 

tested from tree nodes. Then, for each possible value of the 

feature, a new branch is formed. This algorithm is performed 

until no variables have to be tested and leaf nodes are obtained 

to represent the different target classes [32]. Another 

advantage of this model is that it shares internal 

decision-making logic, contrarily to other algorithms like 

Neural Network (black-box type). Moreover, the required 

training time in this model is faster in comparison to neural 

network algorithm [32]. 

 

 

 

 

 

 

 

 

 

Figure 2. Decision Trees Model 

VI. Performance Metrics 

In supervised machine learning, confusion matrix is a very 

popular and an important performance measurement to 

determine the quality of the classification system. It can be 

used to either binary or multi-class classification problems 

[35]. 

This matrix is used to assess the performance of classification 

models for a given validation dataset. Hence, the main 

requirement is to have a test dataset with expected outcome 

values. The matrix summarizes prediction results on a 

classification problem [35].  

In fact, the number of correct and incorrect predictions are 

summarized through count values and broken down by each 

class. Thus, it indicates the ways in which the classification 

model is confused when predictions are made. Notice that the 

matrix is divided into two dimensions: predicted 

values and actual values along with the total number of 

predictions.  

The predicted values are those generated by the model while 

actual values are the true ones for the given observations. 

Figure 3 shows the structure of confusion matrix for binary 

classification. 

 

 

 

 

 

 

 

 

 
Figure 3. Confusion Matrix for binary classification 

 
This matrix shows the correctly classified TP values and FP 

values in the relevant class. It also represents the correctly 

classified TN values in the other class as well as FN values. 

On the base of this matrix, many performance metrics for 

classification may be calculated. The most frequently used 

metrics are accuracy, sensitivity, specificity, and Kappa 

Coefficient.  

 
• Accuracy is the most important parameters to indicate the 

accuracy of the classification problems. It estimates how 

often the model gives true predictions. It is calculated as 

the ratio of the number of correct predictions made by the 

classifier to all number of generated predictions by the 

classifiers [35]. 

 

 
 

 

 



Data-Driven Predict of Complications Risks in Cancer Patients: Machine Learning based approach 

 
633 

)(

)(

TNFNFPTP

TNTP
Accuracy

+++

+
=        (4) 

 

• Sensitivity: it is defined as True Positive rate and 

corresponds to the proportion of positive data points that 

are correctly considered as positive, with respect to all 

positive data points. Formally, it is calculated as follows : 

     

)( FNTP

TP
ySensitivit

+
=        (5) 

 

• Specificity: it is defined as True Negative rate and 

corresponds to the proportion of negative data points that 

are correctly considered as negative, with respect to all 

negative data points. Formally, it is calculated as follows: 

 

)( TNFP

TN
ySpecificit

+
=      (6) 

 

• Kappa Coefficient: it is an evaluation metric, which 

compares an observed accuracy with an expected accuracy 

(or random chance). The aim of this metric is to assess the 

performance of any classifier in relation to a “random 

classifier” [36]. Formally, it is defined as follows:  

 

)1(

)(

random

cyrandAccuraAccuracy
K

−

−
=     (7) 

 

The calculation of random accuracy randAccuracy is 

described as follows: from the confusion matrix, there is a 

randomly drawn label from the dataset that would be positive 

with probability p1 and negative with probability (1−p1), with: 

  

)(

)(
1

FNTNFPTP

FNTP
p

+++

+
=    (8) 

 
In addition, the considered classifier produces a positive label 

with probability p2 and a negative label with probability (1− 

p2), with: 

)(

)(
2

FNTNFPTP

FPTP
p

+++

+
=  (9) 

 
Random accuracy is the probability that the generated labels 

by these two processes accidently match: 

             )1()1( 2121 ppppcyrandAccura −−+=   (10) 

Notice that when accuracy is 1, then Kappa coefficient K is 

equal to 1. Commonly, kappa coefficient captures a relative 

progress towards perfection from a random baseline. For 

instance, when random accuracy is estimated to 30% and the 

classifier accuracy is equal to 65% then, K is equal to 0.5. 

Hence, the current classifier is about 50% of the way to 

perfect from trivial performance. 

VII. Cancer Patient Dataset  

As we mentioned before, our case study is related to cancer 

patients that are undergoing chemotherapy. These patients 

have declared adverse effects after one week of a 

chemotherapy session. In the collected dataset, we considered 

ten types of frequent cancers: colorectal cancer, breast cancer, 

lung cancer, bladder cancer, neck cancer, uterine cancer, 

non-Hodgkin’s lymphoma, skin cancer, myeloid leukemia, 

prostate cancer. In table 1, we illustrate the dataset variables 

of this dataset [37].  

 

Table 1. Description of Dataset variables  

 

 

As explained in Table 1, the dataset involves 13 input features 

and a target variable, which is Toxicity Level. Among input 

features, we consider those related to occurring symptoms: 

chest pain, urinate troubles, fatigue, constipation, difficulty in 

breathing, vomiting, diarrhea, skin troubles and fever. 

The level of each detected symptom is defined within the 

interval [1,9] during the treatment process. In fact, through this 

level we indicate the intensity level of adverse events as well 

as an important parameter, which is the event occurrence.  

We consider for intensity level 1, the values 1, 2 and 3 which 

are assigned to a symptom when the side effect occurs once, 

twice or more times respectively, within a week.  

For intensity level 2, the values 4, 5 and 6 are assigned when 

the side effect occurs once, twice or more within a week. 

Similarly, the values 7, 8 and 9 are considered according to 

the frequency of events of intensity level 3 within a week. In 

Figure 4, we illustrate a fragment of our dataset with the 

discussed variables. In order to summarize the available 

dataset, we opted for a descriptive statistic through some 

parameters. In Figure 5, we show the statistical parameters of 

each described variable for the considered population: 

minimal and maximal values, mean and average value. The 

most common issue in classification cases is the unbalanced 

distribution of classes. In fact, numerous classification 

algorithms requires accuracy for building predictive models in 

order to avoid the risk of dominant class in the result. In our 

case, the distribution of classes for the considered population 

is quite balanced as shown in Figure 6. Hence, the use of 

accuracy metrics will be significant for the evaluation of the 

proposed classification models. 

Dataset Variables  Description and values  

Patient.ID Unique patient identifier 

ToxicityLevel Target variable : High, Medium, Low  

Age Patient Age 

Gender Male or Female 

Chronic Disease grade Patient’s cancer stage : 1, 2, 3 

Chest Pain Level of Chest pain : in [1, 9] 

Urinate troubles Urinary tract infections: in [1, 9] 

Fatigue Tiredness signs: in [1, 9] 

Constipation Constipation Signs: in [1, 9] 

DiffBreath Level of breathing difficulties: in [1, 9] 

Vomiting Level of vomiting signs: in [1, 9] 

Diarrhea  Level of Diarrhea signs: in [1, 9]  

SkinTroubles Level of skin troubles: in [1, 9] 

Fever Level of detected fever: in [1, 9] 
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Figure 4. Fragment of Cancer Patient Dataset 

 

 
 

Figure 5. Statistical Parameters of variables in the dataset 

 

 
Figure 6. Distribution of classes in the dataset 
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Figure 7. Distribution of important variables in the dataset 

Figure 7 illustrates the distribution of the most important 

variables in the dataset, without considering PatientID and the 

target variable Toxicitylevel. We notice that the variable Age 

follows normal distribution. For the remaining variables, we 

observe single bars of histograms, which correspond to 
outliers. Therefore, in order to decrease risks of errors, a 

preprocessing step is firstly required to prepare the training 

dataset through a process of cleaning and correcting the raw 

dataset. Let us notice that in our approach, the overall dataset 

is organized into two parts: Training dataset (80% of the 

overall dataset) and Test dataset (20% of the overall dataset). 

Therefore, we opted for the cross-validation method, which 

uses a resampling procedure to split the dataset into two parts. 

This method is employed on different iterations in order to 

evaluate the proposed machine learning models by using 

different portions of the data to train and test each model. 

VIII. Data Preparation 

As a first step of data preprocessing, an inspection of the raw 

dataset for missing values is required. The result of this 

inspection is illustrated in Figure 8. Since machine learning 

models suppose the independence of predictive variables, it is 

necessary to check correlations between the different 

variables. According to the generated correlation matrix, 

some correlations between the different variables are 

observed [37]. So, it is required to remove the identified 

correlations. For that purpose, we opted for the Principal 

Component Analysis (PCA) which is the most common 

technique in literature for transforming a set of features into 

smaller one [38]. 

 

Figure 8. Inspection for missing values 

 

PCA is a linear dimensionality reduction technique. Its main 

purpose is the extraction of information from 

high-dimensional set by projecting it into a lower-dimensional 

sub-set. This transformation should preserve the important 

parts with more variation of the data while removing the 

non-essential parts that have fewer variations of the data. In 

our case, we applied the PCA in order to transform the 

correlated variables into new uncorrelated Principal 

Components (PC). 

We notice that the reason of generating uncorrelated PC from 

the original variables is that the correlated variables contribute 

to the same principal component. Thereby, this feature 

reduction lead to uncorrelated principal components, where 

each one corresponds to a different set of correlated features 

that have different amounts of variation [39].  

Nevertheless, a challenging issue of dimensionality reduction 

to take into account is the trade off between accuracy and 

simplicity.  

In order to determine the number of Principal Components p, 

from a set of features, there are different approaches. First 
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approach consists in retaining components with variance more 

than 0.1, since these components have interpretive value.    

Another approach to determine p, is the visual inspection of a 

scree plot diagram. This visualization shows the explained 

variance (or eigenvalues) in a downward curve according to 

decreasing order of eigenvalues. The elbow of the graph 

where the explained variances seem to stabilize is determined. 

Then, we preserve the components in the left side of this point 

as important factors [30]. This approach is explained by 

statistical data through multivariate normal distribution with 

correlations of 0.0. In Table 2, we show the statistical data 

about the importance of components before dimensionality 

reduction: standard deviation, proportion of variance and 

cumulative variance.   
 

Table 2. Importance of all components before applying PCA 
 

 Standard 

Deviation  

Proportion of 

Variance  

Cumulative 

Proportion 

PC1 1.8972  0.3272 0.3272 

PC2 1.2915  0.1516  0.4789 

PC3 1.2337  0.1384  0.6172 

PC4 1.0694  0.1040 0.7212 

PC5 0.9755  0.0865  0.8077 

PC6 0.81958  0.06106 0.86877 

PC7 0.74520  0.05048  0.91925 

PC8 0.57555  0.03011  0.94937 

PC9 0.49467  0.02225  0.97161 

PC10 0.44722  0.01818  0.98980 

PC11 0.3350  0.0102  1.0000 

 

According to this analysis, the first two components explain ≈ 

0,48 of the variance (information quantity). We also notice 

that eight principal components (PC1 → PC8) are required to 

explain more than ≈ 0.94 of the information quantity. 

Moreover, ten components are needed to explain more than ≈ 

0.98. Figure 9 shows the scree plot before data reduction. We 

notice that for each component, the variance proportion is 

more than 0.1.  

 

 
 

Figure 9. Scree Plot before before reduction  

 

The scree plot starts to stabilize after the 8th component so that 

we should focus on the eight first components. Hence, after 

dimensionality reduction process by using PCA, we obtain the 

results in Table 3, which illustrates the importance of 

principal components after data reduction. The obtained 

results illustrate that 7 principal components explain 97% of 

the variance in the transformed dataset. The generated scree 

plot of Figure 10, confirm these results. 

 

Table 3. Importance of all components after applying PCA 
 

 Standard 

Deviation  

Proportion 

of Variance  

Cumulative 

Proportion 

PC1 1.495  0.2794  0.2794 

PC2 1.2666  0.2005  0.4799 

PC3 1.0435  0.1885 0.6685 

PC4 1.0435  0.1361  0.8046 

PC5 0.80726  0.08146 0.88608 

PC6 0.67711  0.05731  0.94339 

PC7 0.50526  0.03191  0.9753 

PC8 0.4445  0.0247 1.0000 

 

 

 

Figure 10. Scree plot after reduction 

IX. Toxicity Prediction Module  

After preparing the dataset from data cleaning to data 

reduction, the prediction process is then, performed. In this 

section, we present this process by using the discussed 

machine learning models: Naïve Bayes, Linear Discriminant 

Analysis, Decision tree.  

Let us remember that in our case study, the overall dataset 

(1000 instances) is partitioned into two subsets:  

 

• Training dataset which corresponds to 80% of the overall 

dataset 

• Test dataset which represents 20% of the overall dataset 

 

This dataset partitioning was performed by using the 

cross-validation method, which involves a resampling 

procedure to split the dataset into two parts. Cross-validation 

method is used on different iterations in order to evaluate the 

proposed machine learning models by using different portions 

of the data to train and test each model. In the remaining of 

this section, we expose the obtained results on the test parts 

(200 instances). 

A. Naïve Bayes Model 

After training our Naïve Bayes model on training data, we 

performed the test phase on the remaining data. According to 
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the obtained results, the distribution of correct prediction is of 

35% of the total number of cases. In Table 4, we illustrate the 

frequency of each true class as well as the frequency of each 

predicted class in the test dataset. The detailed statistical 

results of the prediction model according to each class are 

illustrated in Table 5. 

 

Table 4. Obtained frequencies with Naïve Bayes Model 

 

Class Frequency of True 

Class 

Frequency of 

Predicted Class 

High 35.17% 36.68% 

Medium 35.67% 30.15% 

Low 29.14% 33.16% 

 
Table 5. Statistical results for each class with Naïve Bayes 

Model 

 

 High Medium Low 

Sensitivity 0.9589 0.8788 1.0000 

Specificity 1.0000 1.0000 0.9209 

Positive Predictive  Value 1.0000 1.0000 0.8451 

Negative Predictive  Value 0.9767 0.9433 1.0000 

Prevalence 0.3668 0.3317 0.3015 

Detection Rate 0.3518 0.2915 0.3015 

Detection Prevalence 0.3518 0.2915 0.3568 

Balanced Accuracy 0.9795 0.9394 0.9604 

 
Sensitivity and specificity are illustrated for each class in 

order to indicate the ability of the model to correctly classify 

the patient.   

According to these results, we notice that sensitivity and 

specificity are relatively high for the different classes. 

Thereby, few false negative results are found in class High 

and Low (sensitivity ≈ 96% and 100%). In the same way, few 

false positive results are found in the three classes (specificity 

≈ 100% (High, Medium), 92% (Low)). Moreover, the 

accuracy of each class is relatively high since it is between 

94% and 98%.  

B. Linear Discriminant Analysis Model 

According to the obtained results by using linear discriminant 

analysis, we notice that the model leads to correct predictions 

for 35% of the total number of cases. It also generates 

incorrect predictions for the other two classes with lower than 

10%.  

In Table 6, we summarize the frequency of each true class, as 

well as the frequency of each predicted class in the test dataset. 

Moreover, we illustrate in Table 7, the statistical results for 

each class with LDA model. 

When comparing these results with those of Naïve Bayes 

Model, we find that sensitivity and specificity are lower. 

Thereby, false negative and more false positives results are 

more detected here. In addition, the accuracy for each class is 

less than the previous model since it is between 89% and 94%. 

 

Table 6. Obtained Proportions with Linear Discriminant 

Analysis 

 

Class Frequency of 

True Class 

Frequency of 

Predicted Class 

High 39.69%  36.68% 

Medium 29.14%  30.15% 

Low 31.15%  33.16% 

 

Table 7. Statistical results for each class with linear 

discriminant analysis Model 

 

 High Medium Low 

Sensitivity 0.9589 0.8333 0.9000 

Specificity 0.9286 0.9474 0.9712 

Negative Predictive  

Value 

0.9750 0.9197 0.9574 

Prevalence 0.3668 0.3317 0.3015 

Detection Rate 0.3518 0.2764 0.2714 

Detection Prevalence 0.3970 0.3116 0.2915 

Balanced Accuracy 0.9437 0.8904 0.9356 

 

C. Decision Trees Model  

With Decision Trees model, we obtained correct predictions 

for 35% of the total number of cases. The frequency of each 

true class as well as for each predicted class in the Test dataset 

are summarized in Table 8. We also detail in Table 9, the 

obtained statistical results for each class with Decision Trees 

Model.   

 

Table 8. Obtained Proportions with Decision Trees Model 

 

Class Frequency of 

True Class 

Frequency of 

Predicted Class 

High 39.69%  36.68% 

Medium 38.69%  30.15% 

Low 29.14%  33.16% 

 
According to the obtained results, the tradeoffs between 

sensitivity and specificity are comparable to those resulting 

from Linear Discriminant Analysis. However, sensitivity and 

specificity resulting from Naïve Bayes are clearly higher for 

each class. 
 

Table 9. Statistical results for each class with Decision Trees 

Model 

 

 High Medium Low 

Sensitivity 0.9589 0.6515 0.9667 

Specificity 0.9286 1.0000 0.8633 

Positive Predictive  

Value 

0.8861 1.0000 0.7532 

Negative Predictive  

Value 

0.9750 0.8526 0.9836 

Prevalence 0.3668 0.3317 0.3015 

Detection Rate 0.3518 0.2161 0.2915 

Detection Prevalence 0.3970 0.2161 0.3869 

Balanced Accuracy 0.9437 0.8258 0.9150 

 
Let us also notice that the obtained accuracy for each class is 

lower than the results of LDA, since it is between 83% and 

94%. These results are clearly lower than those of Naïve 

Bayes Model.     
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D. Selection of Learning Model 

After training and testing the machine learning models for our 

case study, an assessment of performances is required. This 

comparative study is carried out on the base of performance 

metrics: accuracy and Kappa coefficient. In fact, since the 

distribution of the dataset according to the different classes is 

balanced, the accuracy metric will be the most significant one. 

We also consider the Kappa coefficient, which assess the 

performance of any classifier in relation to a random one as 

explained in this paper. In Figure 11, we illustrate the 

performances of the three models according to accuracy. As 

we can notice, Naïve Bayes model achieved the best 

performance with accuracy of ≈ 95%, in comparison to Linear 

Discriminant Model with accuracy ≈ 90% and Decision Tree 

model with accuracy ≈ 86%. 

 

 
 

Figure 11. Performances of the ML Models according to 

Accuracy metric 

 

When considering the Kappa coefficient, we obtained the 

comparable results as illustrated in Figure 12. 

This coefficient estimates the quality of predictions. In fact, it 

describes the proportional reduction of prediction error for a 

classification model. Then, it compares it to the generated 

error of a completely hazardous classification. In other words, 

when Kappa coefficient is equal to 0.9, this result means that 

90% of the obtained classification are not hazardous results. 

In our case when applying this coefficient, we obtained the 

following values: ≈ 79% for Decision Trees Model, ≈ 92% for 

Naïve Bayes Model and ≈ 85% for LDA Model.   

Details about the obtained values of performances metrics for 

the different machine learning models are summarized in 

Table 10. 

 

 
 

Figure 12. Performances of the ML Models according to 

Kappa Coefficient 
 

Consequently, in our case study the best performances of 

predictions have been reached by using Naïve Bayes model. 

Thereby, the prediction module in our support approach will 

be based on this model for an effective prediction of toxicity 

level.      
 
Table 10. Summary of Performance Metrics for ML Models 

 

X. Conclusions 

Chemotherapy is the most common and effective treatment of 

many types of cancer. Nevertheless, like other cancer 

treatments, it frequently causes various side effects that may 

lead to complication risks for patient status. Thereby, patients 

should be aware of chemotherapy side effects so they could 

share them with the health care team.  

In this scope, we proposed to support the medical staff during 

the decision process of chemotherapy through a monitoring 

and control system. Our approach is based on medical records 

that were collected from previous experiences of cancer 

patients during chemotherapy. In this data, we focus on the 

most common symptoms detected after the last chemotherapy 

session. On the base of this data, a machine learning module 

performs an early prediction of toxicity level, which may be 

low, medium or high. A high toxicity level indicates an 

emergency and a high complication risk for patient. For this 

 
 Naïve Bayes 

Model 

LDA 

Model 

Decision 

Trees Model 

Accuracy  0.9447 0.8995 0.8593 

95%CI 
(0.9032, 

0.9721) 

(0.8491, 

0.9375) 

(0.8031, 

0.9044) 

No 

Information 

Rate 

0.3668 0.3668 0.3668 

P-Value [Acc > 

NIR] 
< 2.2e-16 <2e-16 2.2e-16 

Kappa 0.9171 0.8485 0.7887 
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purpose, we started by studying, refining and transforming the 

collected data. Then, we conducted the prediction process by 

using three prediction models: Naïve Bayes, Linear 

Discriminant Analysis and Decision Trees. The obtained 

results have shown the accuracy of the proposed learning 

models. The best classifications have been achieved by using 

Naïve Bayes, which outperforms the other two models with 

≈95% of accuracy. Sensitivity and specificity metrics have 

also confirmed these results since they are higher in the case 

of Naïve Bayes. When considering the Kappa coefficient, 

which estimates the quality of predictions, we have also found 

that the best value was found with Naïve Bayes Model ≈ 92%.  
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