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Abstract: This paper reports the findings of the Sense of 

Community (SoC) investigation using a partial correlation net- 

work analysis model within the Melanau community in Mukah, 

Sarawak. This study intended to investigate the neighbourhood 

structure and interactions among Melanau households. A sam- 

ple of 85 households from three (3) Melanau coastal villages 

have participated in the survey and completed the question- 

naires. The collected data has been analysed using regularised 

partial correlation network analysis (EBICglasso). The findings 

from this study proved that the support from leaders and com- 

munity members are strongly related. However, the connection 

between these two nodes and other nodes in the network is rela- 

tively weak. This study also suggests that caring for other com- 

munity members is the most central node; the participation in 

the community events is the most peripheral node in the sense 

of community network among the Melanau community. The 

insights from this study shed light on the associations of neigh- 

bourhood environment and sense of community. Thus, facili- 

tating an informed decision-making process which could help 

researchers and policymakers understand the climate of SoC 

for intervention planning in the Melanau community. 

Keywords: Network Analysis, Sense of Community, Rural com- 

munities, Borneo, Coastal Village 

 

I. Introduction 

A sense of Community (SoC) is the sense of connectedness 

or attachment to each other and the group and sharing close- 

ness and affection through commitments [43]. SoC focuses 

on the individual experience and perception during social in- 

teraction with other community members. SoC is a term 

widely used in community psychology, social psychology, 

and community social work research. For example, in com- 

munity psychology, SoC involves community involvement, 

empowerment, social harmony, personality, and standards of 

living [13]. In addition, [29] describe SoC through shared 

emotional connection, influence, reinforcement and member- 

ship. However, researchers have widely used other concepts, 

such as cohesion and attachment, social capital and social 

support, as a part of the SoC [35]. Furthermore, research has 

investigated the SoC in several domains, for example, in 

online and collaborative learning [11, 40], crisis manage- 
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ment [8], living conditions in rehabilitation facilities [58], 

and neighbourhood environment [54]. Extant literature, for 

example, [35, 15, 26] has extensively discussed SoC and its 

impact on the community building, mental health, individ- 

ual resilience, social disorders, civic responsibility, safety 

and security. In addition, extensive research on SoC through 

sixty decades of study in the United States suggested that 

having SoC is strongly correlated with lower mental, social 

and health disorders [12]. Although various studies have fo- 

cused on SoC and highlighted several critical findings men- 

tioned above, there is a lack of studies on SoC and its im- 

pact on the local community in Malaysia. A SoC study 

in Malaysia has widely focused on the community lead- 

ers [51, 36], business-related industries such as homestay op- 

erators [49, 37]. Hence this study will focus on the specific 

rural coastal village in Mukah, Borneo. In addition, differ- 

ent methods have been used to analyse the SoC, for example, 

qualitative and quantitative methods. However, no known 

studies utilise the Graphical Gaussian model (GGM), espe- 

cially in the Malaysian context. Thus, the goal of this study 

is to report the SoC findings using the GGM. 

Formerly, the latent variable model has been widely used to 

investigate the correlation between the SoC and contex- tual 

factors. The latent variable model can also be broadly 

described as a hypothetical variables model that is not vis- 

ible within the dataset to measure real-world phenomena. 

The latent variables are used interchangeably in the litera- 

ture, e.g., constructs, unobserved/unmeasured variables, and 

factors [6]. Researchers infer these hypothetical unmeasur- 

able/ unobserved variables from the data set of observable 

variables (or measured directly). In a typical instrument 

design for standard factor analysis, these hypothetical vari- 

ables are assumed to “cause” people to respond to the ob- 

served variables [6]. Generally, the latent variable model 

has been widely used in psychology or psychological mea- 

surement [60, 44]. [9] used latent variables to explore the 

effects of one’s working memory in updating and integrat- 

ing information. [38] suggested the correlation among the 

group norms, multi-sensory styles and mobility patterns with 

the latent variable analysis. Researchers also used the latent 

variable interaction to demonstrate the effects of racial dis- 

crimination among Asian Americans [4]. 

In recent studies [60, 33, 46, 42], the performance of net- 

work analysis outperformed the latent variables in modelling 

the psychological construct. In contrast to the latent variable 

model that summarised several items into a latent variable 

score (composite score), the network approach does not yield 

any (composite score) to represent the latent variable. Other- 

wise, it depends on the interaction between items to illustrate 

a psychological phenomenon. The application of network 

analysis has gained increasing popularity in psychology (it 

was initially introduced as a psychometric framework) to 

demonstrate and map the psychological constructs [18]. 

A psychological network is made up of items (represented 

by circles called nodes) and lines called edges that illus- trate 

relationships between nodes [19, 20]. To get insights into 

which variables/items predict one another, the Gaus- sian 

Graphical Model (GGM) is among the most widely ap- plied. 

This model is commonly suited for polytomous vari- ables 

[1, 24].  The GGM is essentially the inverse of all 

nodes’ variance-covariance matrix. When the inverted ma- 

trix is standardised, it produces a partial correlation matrix 

[19, 33]. Partial correlations depict the degree of relation- 

ships between nodes while considering the effects of the net- 

work’s other nodes [33]. These relationships can also be 

estimated by computing node-wise regression. 

Based on the aforementioned studies, the GGM illustrates 

emerging patterns of sophisticated item-level interactions 

and conditional dependence relationships. Also, it was not 

available when using the latent variable approach to psycho- 

metrics. Contrarily, unlike the latent variable approach, the 

items in the SoC instrument are not viewed as “symptoms” 

of a good SoC but rather a system of an interconnected net- 

work of all elements in SoC [32]. Therefore, this study aims 

to investigate the correlation between SoC and neighbour- 

hood environment within the Melanau community using par- 

tial correlation network analysis based on GGM. 

 

II. Related Work 

A. Gaussian Graphical Model (GGM) 

Gaussian Graphical Models (GGMs) are a robust tool for 

representing and analyzing multivariate data. The tool can 

be use to uncover the underlying structure of conditional 

independence relationships among variables, make accurate 

predictions, and tackle various tasks like clustering and di- 

mensionality reduction. A GGM is made up of a series of 

components or variables denoted by nodes and lines (edges) 

explaining the correlations between the components or vari- 

ables [20, 7]. The correlations between the relevant compo- 

nents or variables are shown by these lines (edges) wideness, 

and the lack of lines denotes null or extremely weak corre- 

lations between the relevant components or variables. These 

GGM lines represent partial correlations, or the correlation 

among two components or variables once all components or 

variables in the sample group are contained. The GGMs are 

used to characterise provisional correlations among two or 

more variables. This goal can be achieved by deciding which 

precision matrix off-diagonal elements to use. For exam- ple, 

the covariance matrix’s inverse is non-zero [65]. Al- though 

the visual representation of correlations can help re- 

searchers gain quick insights into the data, GGM can some- 

times be challenging to interpret if the projected graphs are 

crowded and consist of many lines. Moreover, absolute zero 

partial correlations are rare due to sample deviation, result- 

ing in concentrated graphs and containing fallacious relation- 

ships [20, 61]. 

Gaussian Graphical Models (GGMs) encompass various 

types of models that are used to represent and analyze mul- 

tivariate data. Here are some common types of GGMs along 

with their explanations and references: 

 

1) Gaussian Markov Random Fields (GMRFs) 

A Markov random field is used to represent the underlying 

graph structure in GMRFs. The conditional independence 

relationships among variables in a GMRF are encoded in the 

precision matrix (inverse covariance matrix), which de- 

termines the graph’s edges. GMRFs have been studied and 

applied extensively in a variety of fields, including spatial 
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statistics, image analysis, and Bayesian modelling [55]. The 

use of GMRFs has a number of advantages. First, they en- 

able efficient modelling and inference in high-dimensional 

settings with a large number of variables in comparison to 

the sample size. The sparsity assumption in GMRFs, which 

assumes that the graph structure is sparse, aids in model es- 

timation and interpretation. The sparsity assumption implies 

that given the remaining variables, most variables are con- 

ditionally independent of each other, resulting in a sparse 

precision matrix. GMRFs have found use in spatial statis- 

tics, where they are used to model spatial dependencies be- 

tween observations. GMRFs can capture the inherent spa- 

tial structure of data and account for spatial autocorrelation 

by incorporating spatial information. As a result, they are 

particularly useful in geostatistics, environmental modelling, 

and disease mapping. In addition, GMRFs have been used 

in image analysis tasks such as denoising, segmentation, and 

reconstruction. GMRFs can effectively capture the spatial 

structure of images and facilitate various image processing 

tasks by treating pixel intensities as variables and modelling 

the dependencies between neighbouring pixels. 

 

 

 

 

2) Sparse Gaussian Graphical Models 

 

Sparse GGMs are based on the assumption that the under- 

lying graph is sparse, which means that only a subset of 

variables are directly connected by edges. This assump- tion 

enables more efficient estimation and interpretation of graph 

structure, especially in high-dimensional settings. Sev- eral 

methods for estimating sparse GGMs have been devel- oped, 

including penalised maximum likelihood and graphi- cal 

LASSO [27]. The sparsity assumption in GGMs allows for 

more efficient graph structure estimation and interpreta- tion. 

GGMs focus on identifying the most relevant and in- 

formative connections between variables by assuming spar- 

sity, reducing model complexity and improving interpretabil- 

ity. This is especially important when the number of vari- 

ables is large and traditional dense models would be compu- 

tationally difficult or impractical. Several methods for esti- 

mating sparse GGMs have been developed. Penalised maxi- 

mum likelihood estimation is a popular approach that adds a 

penalty term to the likelihood function to encourage spar- 

sity in the estimated precision matrix. This penalty term 

limits the number of non-zero elements in the precision ma- 

trix, encouraging the selection of only the most significant 

edges. Graphical LASSO (Least Absolute Shrinkage and Se- 

lection Operator) is another popular method that combines a 

LASSO penalty with maximum likelihood estimation. The 

LASSO penalty effectively reduces the precision matrix es- 

timates to zero, encouraging sparsity and variable selection. 

Graphical LASSO has been demonstrated to perform well in 

high-dimensional settings and is commonly used to estimate 

sparse GGMs. These methods have significantly improved 

our ability to estimate sparse GGMs and identify the under- 

lying graph structure in high-dimensional datasets. Sparse 

GGMs provide more interpretable and manageable models 

for analysing complex datasets by focusing on the most rele- 

vant connections between variables. 

3) Group Sparse Gaussian Graphical Models 

Group sparse GGMs are Sparse Gaussian Graphical Mod- els 

(GGMs) that incorporate group structures or prior knowl- 

edge about the variables. These models offer a framework 

for identifying groups of variables that are conditionally in- 

dependent of one another. Group sparse GGMs improve our 

ability to capture and interpret relationships between 

variables in a variety of fields, including genetics, neuro- 

science, and social network analysis, by taking into account 

the group structure [66]. Group sparse GGMs provide a flexi- 

ble approach to modelling variable dependencies within spe- 

cific groups or subsets. Variables in many real-world sce- 

narios can naturally be classified into distinct groups based 

on shared characteristics or functional relationships. Group 

sparse GGMs enable the discovery of conditional indepen- 

dence relationships within each group by accounting for 

these group structures, enhancing our understanding of the 

underlying data. Group sparse GGMs, for example, can be 

used to analyse gene expression data in genetics, where genes 

can be organised into groups based on their biological func- 

tions or pathways. Researchers can uncover dependencies 

between genes within each group by incorporating the group 

structure, which may have important implications for un- 

derstanding gene regulation and interactions. Group sparse 

GGMs can be used to study brain connectivity networks in 

neuroscience. Anatomical regions or functional networks 

can be used to categorise brain regions or neuronal popu- 

lations. Group sparse GGMs enable researchers to identify 

sets of brain regions that exhibit conditional independence by 

taking into account the group structure, shedding light on the 

functional organisation of the brain. Another application for 

group sparse GGMs is social network analysis. Individuals 

in social networks are frequently grouped into communities 

based on shared characteristics or social affiliations. Group 

sparse GGMs can assist in identifying groups of individuals 

who have independent relationships within their respective 

communities, allowing for a more in-depth understanding of 

social dynamics and interactions. The ability of group sparse 

GGMs to incorporate group structures or prior knowledge 

about variables makes them an effective tool for modelling 

complex relationships in a wide range of fields. These mod- 

els improve our understanding of the underlying data, facil- 

itate interpretation, and provide insights into the underlying 

mechanisms and interactions by capturing conditional inde- 

pendence within groups. 

 

4) Dynamic Gaussian Graphical Models 

Dynamic Gaussian Graphical Models (GGMs) are designed 

specifically to capture the time-varying dependencies be- 

tween variables in a time series. These models expand on the 

concept of GGMs by incorporating temporal dependen- cies, 

enabling the modelling and analysis of time series data in a 

variety of fields such as econometrics, finance, and neu- 

roscience [5]. Time series data frequently exhibit tempo- ral 

dynamics, or changes in the relationships between vari- ables 

over time. Dynamic GGMs provide an effective frame- work 

for capturing and representing these changing depen- dencies. 

By taking into account the temporal dimension, dy- namic 

GGMs allow for the modelling of how relationships between 

variables evolve and adapt over time.  Dynamic 
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GGMs are widely used in econometrics and finance to model 

and analyse financial time series data, such as stock prices or 

asset returns. These models enable researchers to capture the 

changing dependencies and correlations between finan- cial 

instruments, which is important for tasks such as portfo- lio 

management, risk assessment, and forecasting. Dynamic 

GGMs provide a more accurate representation of the under- 

lying dynamics of financial markets by incorporating time- 

varying dependencies. In neuroscience, dynamic GGMs are 

used to analyse brain connectivity networks over time. Neu- 

roimaging techniques, such as functional magnetic resonance 

imaging (fMRI) or electroencephalography (EEG), provide 

measurements of brain activity that change over time. Dy- 

namic GGMs can capture changing patterns of connectiv- ity 

between brain regions, allowing researchers to study the 

dynamics of brain networks and investigate how they relate 

to cognitive processes or neurological conditions. Dynamic 

GGMs are used in fields other than econometrics, finance, 

and neuroscience. They’ve also been used in fields like en- 

vironmental monitoring, engineering, and social sciences, 

where time series data with evolving dependencies are com- 

mon. State-space models, time-varying graphical LASSO, 

and Bayesian approaches can all be used to estimate dynamic 

GGMs. These methods can estimate the time-varying preci- 

sion matrix or its inverse covariance matrix, which captures 

the changing relationships between variables over time. 

 

 

B. Estimating the Gaussian Graphical Model (GGM) 

One common method for estimating a structure with GGMs 

in high dimensions is based on the classical re- sult that 

the zeros of a precision matrix converge to zero partial 

correlation, which is both appropriate and neces- sary for 

conditional probability [41]. Assuming only a few 

conditional dependencies corresponds to imposing a sparsity 

constraint on the precision matrix entries, result- ing in a 

combinatorial problem. Some of the popular ap- proaches to 

learning GGMs can be viewed as using the ℓ to create 

convex surrogates to this problem. Furthermore, a 

combinatorial problem results from several conditional de- 

pendencies assumptions that match a sparsity (parameter) 

limitation on the precision matrix entries. Some of the com- 

mon methods for determining GGMs could be viewed as us- 

ing the ℓ to create convex surrogates to this problem. As a 

result, the glasso algorithm is a frequently used approach in 

GGM to achieve a sparser graph [27, 10, 52, 59]. 

However, this approach requires regulators to use a tuning 

parameter that forces the small partial correlation coefficients 

to zero, resulting in sparsity. Thus, the different graphs result 

from different tuning parameter values. For example, sev- 

eral low tuning parameter values will result in a dense graph, 

whereas several high tuning parameter values will produce 

sparse graphs. The greatest interactions maintained in the 

graph (those which maximise true positive) are used to de- 

termine the optional tuning parameter setting, as shown in 

the extended Bayes information criteria (EBIC) [25]. 

The technical aspects of the GGM are beyond the scope of 

this paper; hence, it is suggested that the readers read the 

work by [24] to understand the measurement of GGM mod- 

els and their application focusing in psychology. 

C. GGM vs Other Models 

Theoretically, GGM is similar to other exploratory modelling 

methods in psychology, specifically exploratory factor anal- 

ysis (EFA), which is used to investigate the correlation be- 

tween study components. Furthermore, the GGM and uni- 

dimensional factor models have similarities at the compo- 

nent level [39, 62, 64, 19]. The measured variables in a uni-

dimensional factor model are uncorrelated to the latent 

variable, also known as a one-factor model. This implies that 

after considering the latent variable, the correlations between 

components should tend to be zero. As a result, a cluster of 

items that are fully connected suggests that these components 

are measuring the same latent variable. 

As a result, at the component level, such a similarity can 

also be used to understand the questionnaire’s factor struc- 

ture [56, 31, 17]. However, the GGM vary from standard 

exploratory data exploration subject to partial correlational 

coefficients. Evidently, a GGM depicts correlations between 

components and variables as a graph that is easier to compre- 

hend compared to a big partial correlation table, especially if 

small correlation coefficients have become zero using the 

glasso algorithm, as demonstrated in this study. 

 

D. Application of the GGM 

In this study, we demonstrate the applicability and impor- 

tance of the GGM for environmental psychologists and other 

related studies in investigating relationships between compo- 

nents and variables from three Melanau coastal fishing vil- 

lages. 

Our research aims to provide nuanced insights into the fac- 

tors underlying the Melanau people’s lives while also pro- 

viding a compelling lens through which environmental psy- 

chologists can gain a profound understanding of the intricate 

interplay between individuals and their environments by fo- 

cusing on a small but meaningful dataset. 

Specifically, the study aims to shed light on the associa- 

tions of neighbourhood environment and SoC in three coastal 

fishing villages. Hence, we argued that neighbourhood envi- 

ronment aspects are important in discerning the SoC, which 

could help policymakers understand the climate of SoC for 

intervention planning in the Melanau community. 

 

III. Materials and Methods 

A. Background of Location 

Mukah (refer Figure 11) is one of the districts in Sarawak, 

Malaysia which has an area of 2,536 sq km2. Initially, Mukah 

town was opened by Melanau indigenous group before it was 

governed by the British explorer, James Brooke between 

1841 and 1946. Mukah town is a small coastal town to sup- 

port the government administration within the Mukah divi- 

sion. The Mukah division consists of five (5) districts, i.e., 

Mukah Town, Dalat, Matu, Daro and Tanjung Manis. The 

town of Mukah was established on the edge of the Batang 

Mukah river, and it is about a 2.5 hour’s drive from Sibu, 

Sarawak. It has a long coastal leading to the Bintulu regency. 
 

1https://kiswa.sarawak.gov.my/kiswa/ 
2https://mukah.sarawak.gov.my/page-0-0-349-Latar-Belakang.html 
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The position of Mukah facing the South China Sea causes 

Mukah to face the monsoon season during the windy season 

when the Northeast monsoon is blowing. Due to the direct 

connection of the Mukah river and Balingian river to the sea, 

it has become the strategic route for entry and exit from the 

city of Mukah (for fishing boats and oil tankers). 

According to the Sarawak population by District 2017 cen- 

sus3, the total population of Mukah Town is 49,900 with 

20,900 being dominated by ethnic Melanau, 13,700 Iban, 

3,900 Chinese, 3,300 Malay, and 200 others. On average, 

the Melanau community inhabits a total of 36 villages in the 

Mukah area. The villages in the Mukah district are located 

on the edge of the main river i.e., the Mukah river and its 

areas include the Tellian river, Penakub river, Petaanak river 

and Penipah river. The Melanau tribe mostly inhabits vil- 

lages throughout the Mukah area compared to only a few 

from other tribes such as tribes Chinese and Iban. 

The villages in Mukah are usually inhabited separately, fol- 

lowing the beliefs of the Melanau community. In general, 

there is a separation from the placement of the residents of 

Mukah. For example, the Muslim Melanau dominates the 

placement of villages around Mukah City and areas close to 

rivers, such as Kampung Litong, Kampung Alo River, Kuala 

Lama Village and Penakub Ulu Village, whilst the Christian 

community, they dominate the village far from city centres, 

such as Tellian Daya Village, Petanak Daya Village, Jebun- 

gan Village and Teh Village. 

 

 

B. Sample selection procedure during MCO 

The study was conducted during the period of nationwide 

lockdown or commonly referred to as MCO in response to 

the COVID-19 pandemic in the country from March 2020 to 

May 2020. Due to the restrictions imposed by the govern- 

ment, researchers faced obstacles to administer the question- 

naires to the respondents. From the minimum 225 samples 

required, the study only managed to interview 85 household 

heads from the Melanau coastal villages in Mukah, Sarawak 

of which two were discarded from further analysis, due to 

inconsistency and deemed not representative of the popula- 

tion. Therefore, we retained 83 household heads for analysis 

in this study which corresponds to the households from Tel- 

C. Data Preparation and Analysis 

A statistical software R version 3.4.1 [50] to employed the 

Gaussian graphical model. was used to analyse the GGM in 

this study. We first adopted an imputation method (missFor- 

est), an approach using a random forest imputation algorithm 

to handle missing values in data following [57] work. The 

approach is implemented using the missForest() package in 

R [53]. 

In this approach, the missForest first uses the mean to im- 

pute all missing data. Subsequently, to calculate the miss- 

ing values for each variable, it integrates a random forest for 

each observed section and predicts the missing section. Such 

a process of training and prediction is conducted iter- atively 

based on the predefined number of iterations or after the 

stopping criterion is reached. We used the EBICglasso 

(Extended Bayesian Information Criterion Graphical Least 

Absolute Shrinkage Operator) function regularisation tech- 

nique [19] in computing the Gaussian graphical model to es- 

timate the sense of community (SoC) partial correlation net- 

work. 

Obtaining partial correlation network While there are 

other methods for calculating partial correlation coeffi- 

cients [14], we will focus on one of the regularly used meth- 

ods that have been proved to produce swift partial correla- 

tions. 

To begin, partial correlations can be computed directly from 

the inverse of a variance-covariance matrix. Let y represent a 

set of item responses that we may assume to be centred with- 

out losing generality. Let Σ represent a variance-covariance 

matrix. Then, we suppose that y has a multivariate normal 

distribution as follows: 

y ∼ (0, Σ) (1) 

Let K (kappa) denote the inverse of Σ, also termed the pre- 

cision matrix: 

K = Σ−1 (2) 

then, element kij (row i, column j of K) can be standardised 

to acquire the partial correlation coefficient between variable 

yi and variable yj , after conditioning on all other variables 

in y, y−(i,j) [34]: 

lian Laut village (n = 48), Tellian Tengah village (n = 12), 

Tellian Ulu village (n = 22). The head of household rated 

Corr(yi|y   −k 

−(i,j))= √
kij
√

kij
 

(3) 

their agreement on each item based on a Visual Analog Scale 

(VAS) score ranging from 0 (lowest) to 10 (highest). Trained 

enumerators were assigned to assist the respondents and pro- 

vide explanations as needed. Missing values in the data were 

treated using a random forest missing data imputation algo- 

rithm implemented in R in the MissForest() package [57]. 

Studies [2] have shown that MissForest() handles missing 

values and produces the lowest imputation error compared to 

other imputation algorithms. Due to the small-sample size 

limitation in this study, we utilised the Gaussian Graphical 

Model (GGM) method to overcome the challenges as it is an 

efficient model for handling low-sample sizes. sizes [63]. 

Interpreting partial correlation networks Partial correla- 

tion networks enable a variety of powerful inferences. These 

summaries are derived from a broader and more detailed 

technical introduction by [23]. 

• Partial correlation networks enable the modelling of 

one-of-a-kind interactions between variables. If A cor- 

relates with B and B corresponds with C, we would ex- 

pect A to correlate with C as well. An unconditional 

correlation of zero between A and C is unusual since 

only a few causal structures might result in such a cor- 

relational pattern4. If the data is normal, partial corre- 
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3https://data.sarawak.gov.my 

4There are two possibilities: B is a shared effect of A and C, or two 

orthogonal latent variables generate covariation between A and B and B and 

C. 
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Figure. 1: Map of Sarawak, Malaysia 

 

lations can be read as pairwise interactions5, of which 

we only require two to explain the correlational pattern: 

one between A and B and one between B and C. This 

model will have one degree of freedom, resulting in a 

testable hypothesis [22]. 

• Partial correlations might point to plausible causal path- 

ways. Conditional independence relationships, such 

those reflected by partial correlation coefficients, are 

important in causal inference [16]. When all relevant 

variables are assumed to be observed (i.e., no latent vari- 

ables), a partial correlation between variables A and B 

is only expected to be nonzero if A causes B, B causes 

A, A and B have a reciprocal relationship, or both A and 

B cause a third variable in the network [48]. To that 

purpose, partial correlation networks are regarded as 

highly exploratory hypothesis-generating structures 

that indicate probable causal effects. While there are 

exploratory algorithms for discovering directed (causal) 

networks, they are based on strong assumptions such as 

acyclity (a variable may not eventually cause itself e.g., 

A  =⇒  B  =⇒  C  =⇒  A ) , and are more strongly 

influenced by latent factors that cause covariation 

(latent variables produce directed edges be- tween 

observable variables, reflecting a strong causal 

hypothesis). Furthermore, these models are difficult to 

identify and parameterize: Many distinct parameter- 

ized equivalent directed models can fit the data equally 

well. In contrast, partial correlation networks are ac- 

curately identified (no equivalent models) and simply 

parameterized using partial correlation coefficients. As 

a result, exploratively estimating undirected networks is 

a more appealing option than exploratively estimating 

directed networks since it avoids the bothersome and 

poorly recognised direction of effect6. 
 

5This is not the same as the interaction effects of two variables on an 

outcome variable. 
6Conditioning on a shared effect can generate an edge in the partial cor- 

relation network, therefore it should not be understood as the skeleton of a 

• Latent variables may be highlighted through network 

clusters. While partial correlations seek to highlight 

unique variance between two variables, they also pre- 

serve common variance owing to outside causes that 

cannot be completely eliminated by controlling for 

other variables in the network. As a result, if a hid- den 

variable generates covariation between two or more 

network variables, all of these variables are anticipated 

to be linked in the network to form a cluster [30]. As a 

result, such clusters may be indicative of hidden vari- 

ables [22]. 

After estimating the partial correlation networks, less salient 

relationships (or spurious relations) between items are opti- 

mised using an optimal level of LASSO hyperparameter γ 
[33]. As a result, small edge weights are reduced to be pre- 

cisely zero. This step increases the saliency of prominent 

edges in the network and thus eases interpretation. 

In this study, we fixed the LASSO hyperparameter γ tun- 

ing to 0.5 to ensure that the network does not mask promi- 

nent edges nor reveal non-salient (spurious) edges that are 

considered a nuisance. We then estimated the centrality in- 

dices and examined the accuracy of edge-weights by map- 

ping bootstrapped Cis using the bootstrap network estimation 

methods bootnet() package in R [19, 21]. ). In addition, we 

validated the perceived community safety using the Andrich 

rating scale model [3, 1]. 

 

IV. Results and Discussion 

This section shows the estimated network based on nine 

nodes of the perceived SoC. Details of each node in the net- 

work as illustrated in in Table 1, i.e., Leader, Community, 

Care, Festives, Participate, Proud, Active, Happy, and Help- 

ing. We show the correlation heatmap of the perceived sense 

of community in Figure 2. The correlation heatmap shows 

that all nine nodes are positively correlated, with r > 0.04., 
 

causal model (a directed network with arrowheads removed). Furthermore, 

latent variables can generate edges in both directed and undirected networks. 
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and it indicates that all node pairs are positively correlated 

without any confounding effects. 

 

Node  Description 
 

 

Ldr   Leader (support from leaders) 

Cmm Community (support from other community members) 

Cmm Community (support from other community members) 

Car  Care (caring about others) 

Fst   Festives (joining festivities) 

Prt   Participate (Participate in community events) 

Prd Proud (feeling of pride being a member of the community) 

Act Active (active member of the community) 

Hpp Happy (level of contentment) 

Hlp Helping (willingness to help others in the community) 
 

Table 1: Description of nodes in Partial Correlation Network 

for Sense of Community SoC 

 

We then used the Fruchterman-Reingold algorithm [28] to 

determine the layout of the Pairwise Markov Random Field 

(PMRF) network structure. We set the threshold to a pos- 

itive value to increase the specificity of the network (inad- 

vertently decreases the sensitivity). As a result, the edges of 

negative partial relationships are becoming more salient (re- 

fer Figure 3). 

As shown in Figure 3, there are nine nodes in the net- work. 

The edges (lines) are colour-coded to show the po- larity 

among nodes in the network. The blue edges denote positive 

relationships, whereas the red edges denote nega- 

tive relationships. The Leader (Ldr) and the Community 

(Cmm) are the most prominent positive relationships. Our 

result is consistent with the findings from [51], who showed 

that effective community leaders were able to foster the de- 

velopment of their community by acting as a catalyst for it. 

On the contrary, the Care (Car) and Happy (Hpp) depicted a 

negative correlation. This result compliment with the earlier 

finding of [47], who document that the need for caring for 

others were negatively related to loneliness and depression 

and positively related to self-esteem among Korean college 

students. 

The estimated partial correlations network in Figure 3 shows 
the possible mediation pathways, i.e., Festives (Fst) and 
Happy (Hpp) are not directly connected as there is no 
link between them. However, Festives (Fst) affects Active 
(Act), which in turn affects Happy (Hpp). Therefore, this 
pathway serves as evidence for the mediation role of Active 
(Act) in the relationship between Festives (Fst) and Happy 
(Hpp). It is also noted that although Leader (Ldr) and Com- 
munity (Cmm) are strongly related, the connection between 
these two nodes and other nodes in the network is rather 

weak. Another node with a weak connection is Participate 

(Prt) due to losing connection to two other nodes. 

We also interpret the network structure by examining the 

Shortest Path Length (SPL) between nodes (Refer Table 2). 

The existence of intermediary nodes (nodes in between two 

nodes of interest) increases the path length between these two 

nodes because the time taken for two nodes to interact in- 

creases as the number of intermediary nodes grows [45]. We 
observed that the Care (Car) has the lowest range of SPL 
values (0.000 – 6.590), evidence that Care (Car) could be an 
integral node in the network. 

In addition to assessing the network’s connectivity patterns, 

we used centrality indicators such as degree, closeness, be- 

tweenness, and predicted influence to determine the net- 

work’s influential nodes. These centrality indices provide 

useful information about the relative importance of individ- 

ual nodes inside the network. Table 3 presents the estimated 

centrality measures, shedding light on the network’s influ- 

ential nodes. Peripheral nodes, which have low centrality, 

have fewer connections to other nodes and hence have less 

influence on overall network dynamics. Central nodes, on 

the other hand, have a high centrality, showing their criti- cal 

importance as network components. These nodes have more 

connections, indicating stronger linkages and higher 

influence within the network structure. We acquire a better 

knowledge of the network’s dynamics and discover crucial 

nodes that play important roles in determining information 

flow, interactions, and overall network cohesion by analysing 

centrality measurements. Such insights allow for a more nu- 

anced assessment of the network’s structure, as well as the 

identification of nodes that may be particularly crucial in in- 

fluencing network behaviour and consequences. We plotted 

the centrality indices of all nodes in Figure 4. We observed 

that the most central node is Care (Car), and the most pe- 

ripheral node is Participate (Prt). We then isolate these two 

nodes and compare the differences (refer to Figure 5). As de- 

picted in Figure 5, the most central node (Care (Car)) shows 

no direct connection to three other nodes (Cmm, Prt, Act) 
only, as compared to six nodes for the least central node (Par- 

ticipate (Prt)). 
After estimating network structure and centrality indices, 

network accuracy is estimated. For this purpose, the net- 

work edge (line) weights are bootstrapped (n = 1000). Fig- 

ure 6 shows the non-parametric bootstrapped confidence in- 

tervals of the estimated edge-weights. The red line denotes 

the sample values, and the grey area denotes the bootstrapped 

confidence intervals. The Y-axis represents edge pairs in de- 

scending order based on the edge weight, while X-axis rep- 

resents the bootstrapped confidence interval (CI). We have 

removed labels on the Y-axis to avoid cluttering and enhance 

the graph’s visibility. As in Figure 6, some edges record wide 

edge weight CIs, indicating that the network should be inter- 

preted with caution. We noticed that using a small sample 

size could compromise the edge accuracy. 

 

V. Conclusion 

The findings of this study demonstrate the potential media- 

tion effects among the components within the Sense of Com- 

munity (SoC) through the application of Network Analy- sis. 

Each identified mediation pathway serves as a hypoth- esis, 

paving the way for further investigation. It is essen- tial to 

acknowledge that, akin to other statistical models in 

psychology, the PMRF model employed in this study sim- 

plifies a multifaceted real-world psychological phenomenon. 

Nonetheless, it offers a valuable and intuitive visualization 

of the interplay between different components in the Sense 

of Community. 

Moreover, it is important to recognize that psychological 

research often faces limitations in terms of sample size. In 

order to enhance the stability and accuracy of the network 

model, it is recommended to collect a larger number of sam- 

ples, although this may not always be feasible. Nevertheless, 
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Figure. 2: Correlation Heatmap of perceived Sense of Community 

 

Figure. 3: Partial Correlation Network Structure estimated on Melanau subjects for Perceived Sense of Community 

 
 Hlp Hpp Act Prd Prt Fst Car Cmm Ldr 

Hlp 0.000 2.260 6.580 6.260 8.980 8.220 5.930 13.920 12.520 

Hpp 2.260 0.000 4.320 3.990 6.720 7.590 5.640 11.800 11.600 

Act 6.580 4.320 0.000 7.470 2.400 3.270 5.560 7.490 8.890 

Prd 6.260 3.990 7.470 0.000 8.010 4.200 1.910 9.000 7.600 

Prt 8.980 6.720 2.400 8.010 0.000 3.810 6.100 9.890 11.300 

Fst 8.220 7.590 3.270 4.200 3.810 0.000 2.290 10.280 8.870 

Car 5.930 5.640 5.560 1.910 6.100 2.290 0.000 7.990 6.590 

Cmm 13.920 11.800 7.490 9.000 9.890 10.280 7.990 0.000 1.400 

Ldr 12.520 11.600 8.890 7.600 11.300 8.870 6.590 1.400 0.000 

Table 2: Shortest Path Length (SPL) between Nodes 
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 Hlp Hpp Act Prd Prt Fst Car Cmm Ldr 

CiD 0.746 1.101 1.087 1.041 0.678 1.005 1.458 0.846 0.996 

CiC 0.015 0.019 0.022 0.021 0.017 0.021 0.024 0.014 0.015 

CiB 0.000 6.000 12.000 2.000 0.000 8.000 16.000 4.000 8.000 

CiE 0.746 0.747 1.087 1.041 0.678 1.005 1.104 0.846 0.996 

Table 3: Centrality Indices: Degree(CiD), Closeness (CiC), Betweenness (CiB), and Expected Influence (CiE) 

 

 

Figure. 4: Centrality Indices of all nodes 

 

Figure. 5: Network structure difference between the most central & most peripheral nodes 

 

 

Figure. 6: Bootstrapped confidence intervals (CIs) of the estimated edge-weights 

 

it is imperative for future studies to report the accuracy of the 
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estimated network in order to ensure transparency and relia- 

bility. 

This study investigates the SoC using a partial correlation 

network analysis model among the Melanau community in 

Mukah, Sarawak. The study aimed to examine the neigh- 

bourhood structure and the nature of interactions among 

Melanau households. A sample of 85 households from three 

(3) Melanau coastal villages have participated in the survey 

and completed the questionnaires. The collected data has 

been analysed using regularised partial correlation network 

analysis (EBICglasso). The findings from this study proved 

that the support from leaders and community members is 

strongly related. However, the connection between these 

two nodes and other nodes in the network is relatively weak. 

The study also suggests that caring for other community 

members is the most central node; the participation in the 

community events is the most peripheral node in the sense of 

community network among the Melanau community. The 

insights from this study shed light on the associations of 

neighbourhood environment and sense of community. Thus, 

facilitating an informed decision-making process could help 

researchers and policymakers understand the climate of SoC 

for intervention planning in the Melanau community. 
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