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Things to be Addressed



 

Clustering 


 

Traditional clustering algorithms and their drawbacks.


 

Inspiration drawn from Ant dynamics


 

Illustration of the algorithm


 

Experimental results 



What is Cluster Analysis?


 

Finding groups of objects such that the objects in a group will 
be similar (or related) to one another and different from (or 
unrelated to) the objects in other groups

Inter-cluster 
distances are 
maximized

Intra-cluster 
distances are 

minimized



ClassificationClassification of clustering of clustering 
algorithmsalgorithms


 

SequentialSequential


 
HierarchicalHierarchical


 

PartitivePartitive and Cost function optimizationand Cost function optimization


 
GraphGraph--TheoreticTheoretic


 

Information TheoryInformation Theory--basedbased



Some Most Popular Some Most Popular 
AlgorithmsAlgorithms


 
KK--means algorithmmeans algorithm


 
Fuzzy CFuzzy C--means algorithmmeans algorithm


 
Hierarchical SingleHierarchical Single--link Agglomerative link Agglomerative 


 
Hierarchical AverageHierarchical Average--link Agglomerativelink Agglomerative


 
Hierarchical CompleteHierarchical Complete--link Agglomerativelink Agglomerative


 
Genetic Clustering Algorithms (Based on Genetic Clustering Algorithms (Based on 
Evolutionary Computing Techniques)Evolutionary Computing Techniques)



Disadvantages of available Disadvantages of available 
methodsmethods



 
Some algorithms needs the number of clusters Some algorithms needs the number of clusters 
to be preto be pre--specified.specified.



 
Different prototypes required for  differently Different prototypes required for  differently 
shaped and especially nonshaped and especially non--globular clusters by globular clusters by 
some algorithms.some algorithms.



 
Increased timeIncreased time--complexity to design efficient complexity to design efficient 
and robust algorithms e.g. GA and robust algorithms e.g. GA –– not suitable for not suitable for 
real time applications.real time applications.



 
Some algorithm face difficulty when data Some algorithm face difficulty when data 
contains outliers and when the clusters are of contains outliers and when the clusters are of 
different sizes, densities and nondifferent sizes, densities and non--globular globular 
shapes. shapes. 



Some aspects of ant dynamicsSome aspects of ant dynamics


 

Ants deposit a chemical substance called Ants deposit a chemical substance called 
pheromone over the path it moves.pheromone over the path it moves.


 

Ants are attracted to a location depending Ants are attracted to a location depending 
on the amount of pheromone present on the amount of pheromone present 
there.there.


 

Pheromone deposited at a point decays Pheromone deposited at a point decays 
with time.with time.



Inspiration drawn from ant dynamics Inspiration drawn from ant dynamics –– 
concept of anticoncept of anti--pheromonepheromone



 
ArtificialArtificial--ants are designed to scan the data space.ants are designed to scan the data space.



 
They deposit antiThey deposit anti--pheromone , a substance which pheromone , a substance which 
repels the pseudo ant; over its path.repels the pseudo ant; over its path.



 
AntiAnti--pheromone decays with time.pheromone decays with time.



Algorithm IllustrationAlgorithm Illustration



AntiAnti--pheromone depositpheromone deposit



Anti-pheromone decay 



Recognition of cluster –round trip



Experimental resultsExperimental results


 

Parameters for ant inspired clustering are Parameters for ant inspired clustering are 
estimated roughly as follows:estimated roughly as follows:--
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Unlabelled Synthetic Data_1 Ant inspired clustering

K means FCM

Clustering results for synthetic data set 1



Hierarchical- complete link

Hierarchical- single linkHierarchical- average link

Clustering results for synthetic data set 1(contd …)



Un-clustered Ant inspired clustering

K means FCM

Clustering results for synthetic data set 2



Hierarchical- average link Hierarchical- single link

Hierarchical- complete link

Clustering results for synthetic data set 2(contd…)



Un-clustered Ant inspired clustering

K means FCM

Clustering results for synthetic data set 3



Hierarchical- complete link

Hierarchical- single linkHierarchical- average link

Clustering results for synthetic data set 3 (contd….)



Un-clustered

K means FCM

Ant inspired clustering

Clustering results for synthetic data set 4



Hierarchical- average link Hierarchical- single link

Hierarchical- complete link

Clustering results for synthetic data set 4(contd…)



Complexity analysis



 
Let,    be the number of data points left un- 
clustered to the i-th ant. And if     be the no. of 
data members in the i-th cluster, then the 
complexity may be given as:-

choosing same no. of members for each of the    
clusters into which the data may be divided

i.e.
Then, 

in
ic

  
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ConclusionsConclusions
1) We presented a very simple algorithm for the very complex clustering problems.

2) The algorithm can detect the correct number of clusters from a virgin dataset
“on the run”.

3) The algorithm has a quadratic average time complexity.

4) The algorithm can encompass both shell and solid clusters of any arbitrary shapes.

5) However, future research should focus on the adaptation of parameters of the
algorithm – the optimal parameter set should be learnt by catching some special
statistical features of the data itself.
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